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Preface

When I first started teaching Introduction to Psychology, I found it difficult—much
harder than teaching classes in statistics or research methods. I was able to give a
lecture on the sympathetic nervous system, a lecture on Piaget, and a lecture on
social cognition, but how could I link these topics together for the student? I felt a
bit like I was presenting a laundry list of research findings rather than an
integrated set of principles and knowledge. Of course, what was difficult for me was
harder still for my students. How could they be expected to remember and
understand all the many phenomena of psychology? How could they tell what was
most important? And why, given the abundance of information that was freely
available to them on the web, should they care about my approach? My pedagogy
needed something to structure, integrate, and motivate their learning.

Eventually, I found some techniques to help my students understand and appreciate
what I found to be important. First, I realized that psychology actually did matter to
my students, but that I needed to make it clear to them why it did. I therefore
created a more consistent focus on the theme of behavior. One of the most
fundamental integrating principles of the discipline of psychology is its focus on
behavior, and yet that is often not made clear to students. Affect, cognition, and
motivation are critical and essential, and yet are frequently best understood and
made relevant through their links with behavior. Once I figured this out, I began
tying all the material to this concept: The sympathetic nervous system matters
because it has specific and predictable influences on our behavior. Piaget’s findings
matter because they help us understand the child’s behavior (not just his or her
thinking). And social cognition matters because our social thinking helps us better relate
to the other people in our everyday social lives. This integrating theme allows me to
organize my lectures, my writing assignments, and my testing.

Second was the issue of empiricism: I emphasized that what seems true might not
be true, and we need to try to determine whether it is. The idea of empirical
research testing falsifiable hypotheses and explaining much (but never all)
behavior—the idea of psychology as a science—was critical, and it helped me
differentiate psychology from other disciplines. Another reason for emphasizing
empiricism is that the Introduction to Psychology course represents many students’
best opportunity to learn about the fundamentals of scientific research.

The length of existing textbooks was creating a real and unnecessary impediment to
student learning. I was condensing and abridging my coverage, but often without a
clear rationale for choosing to cover one topic and omit another. My focus on
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behavior, coupled with a consistent focus on empiricism, helped in this
regard—focusing on these themes helped me identify the underlying principles of
psychology and separate more essential topics from less essential ones.

Approach and Pedagogy

I wrote this book to help students organize their thinking about psychology at a
conceptual level. Five or ten years from now, I do not expect my students to
remember the details of most of what I teach them. However, I do hope that they
will remember that psychology matters because it helps us understand behavior
and that our knowledge of psychology is based on empirical study.

This book is designed to facilitate these learning outcomes. I have used three
techniques to help focus students on behavior:

1. Chapter openers. I begin my focus on behavior by opening each
chapter with a chapter opener showcasing an interesting real-world
example of people who are dealing with behavioral questions and who
can use psychology to help them answer those questions. The opener is
designed to draw the student into the chapter and create an interest in
learning about the topic.

2. Psychology in everyday life. Each chapter contains one or two
features designed to link the principles from the chapter to real-world
applications in business, environment, health, law, learning, and other
relevant domains. For instance, the application in Chapter 6 "Growing
and Developing"—“What Makes a Good Parent?”—applies the concepts
of parenting styles in a minihandbook about parenting, and the
application in Chapter 3 "Brains, Bodies, and Behavior" is about the
difficulties that left-handed people face performing everyday tasks in a
right-handed world.

3. Research focus. I have also emphasized empiricism throughout, but
without making it a distraction from the main story line. Each chapter
presents two close-ups on research—well-articulated and specific
examples of research within the content area, each including a
summary of the hypotheses, methods, results, and interpretations.
This feature provides a continuous thread that reminds students of the
importance of empirical research. The research foci also emphasize the
fact that findings are not always predictable ahead of time (dispelling
the myth of hindsight bias) and help students understand how
research really works.
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My focus on behavior and empiricism has produced a text that is better organized,
has fewer chapters, and is somewhat shorter than many of the leading books.

Finally, as with all Unnamed Publisher texts, this textbook also includes learning
objectives, key takeaways, exercises and critical thinking activities, and a marginal
glossary of key terms.

In short, I think that this book will provide a useful and productive synthesis
between your goals and the goals of your students. I have tried to focus on the
forest rather than the trees and to bring psychology to life—in ways that really
matter—for the students. At the same time, the book maintains content and
conceptual rigor, with a strong focus on the fundamental principles of empiricism
and the scientific method.
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1. The scientific study of mind
and behavior.

Chapter 1

Introducing Psychology

Psychology’ is the scientific study of mind and behavior. The word “psychology”
comes from the Greek words “psyche,” meaning life, and “logos,” meaning
explanation. Psychology is a popular major for students, a popular topic in the public
media, and a part of our everyday lives. Television shows such as Dr. Phil feature
psychologists who provide personal advice to those with personal or family
difficulties. Crime dramas such as CSI, Lie to Me, and others feature the work of
forensic psychologists who use psychological principles to help solve crimes. And
many people have direct knowledge about psychology because they have visited
psychologists, for instance, school counselors, family therapists, and religious,
marriage, or bereavement counselors.

Because we are frequently exposed to the work of psychologists in our everyday
lives, we all have an idea about what psychology is and what psychologists do. In
many ways I am sure that your conceptions are correct. Psychologists do work in
forensic fields, and they do provide counseling and therapy for people in distress.
But there are hundreds of thousands of psychologists in the world, and most of
them work in other places, doing work that you are probably not aware of.

Most psychologists work in research laboratories, hospitals, and other field settings
where they study the behavior of humans and animals. For instance, my colleagues
in the Psychology Department at the University of Maryland study such diverse
topics as anxiety in children, the interpretation of dreams, the effects of caffeine on
thinking, how birds recognize each other, how praying mantises hear, how people
from different cultures react differently in negotiation, and the factors that lead
people to engage in terrorism. Other psychologists study such topics as alcohol and
drug addiction, memory, emotion, hypnosis, love, what makes people aggressive or
helpful, and the psychologies of politics, prejudice, culture, and religion.
Psychologists also work in schools and businesses, and they use a variety of
methods, including observation, questionnaires, interviews, and laboratory studies,
to help them understand behavior.

This chapter provides an introduction to the broad field of psychology and the
many approaches that psychologists take to understanding human behavior. We
will consider how psychologists conduct scientific research, with an overview of
some of the most important approaches used and topics studied by psychologists,
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and also consider the variety of fields in which psychologists work and the careers
that are available to people with psychology degrees. I expect that you may find
that at least some of your preconceptions about psychology will be challenged and
changed, and you will learn that psychology is a field that will provide you with new
ways of thinking about your own thoughts, feelings, and actions.

Figure 1.1

Psychology is in part the study of behavior. Why do you think these people are behaving the way they are?

Sources: “The Robot: It's not a dance, it's a lifestyle!” photo courtesy of Alla, http://www.flickr.com/photos/allaz/
2481846545/. Other photos © Thinkstock.
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1.1 Psychology as a Science

2. Any information collected
through formal observation or
measurement.

LEARNING OBJECTIVES

1. Explain why using our intuition about everyday behavior is insufficient
for a complete understanding of the causes of behavior.

2. Describe the difference between values and facts and explain how the
scientific method is used to differentiate between the two.

Despite the differences in their interests, areas of study, and approaches, all
psychologists have one thing in common: They rely on scientific methods. Research
psychologists use scientific methods to create new knowledge about the causes of
behavior, whereas psychologist-practitioners, such as clinical, counseling, industrial-
organizational, and school psychologists, use existing research to enhance the
everyday life of others. The science of psychology is important for both researchers
and practitioners.

In a sense all humans are scientists. We all have an interest in asking and answering
questions about our world. We want to know why things happen, when and if they
are likely to happen again, and how to reproduce or change them. Such knowledge
enables us to predict our own behavior and that of others. We may even collect
data’ (i.e., any information collected through formal observation or measurement) to aid
us in this undertaking. It has been argued that people are “everyday scientists” who
conduct research projects to answer questions about behavior (Nisbett & Ross,
1980).Nisbett, R. E., & Ross, L. (1980). Human inference: Strategies and shortcomings of
social judgment. Englewood Cliffs, NJ: Prentice Hall. When we perform poorly on an
important test, we try to understand what caused our failure to remember or
understand the material and what might help us do better the next time. When our
good friends Monisha and Charlie break up, despite the fact that they appeared to
have a relationship made in heaven, we try to determine what happened. When we
contemplate the rise of terrorist acts around the world, we try to investigate the
causes of this problem by looking at the terrorists themselves, the situation around
them, and others’ responses to them.

The Problem of Intuition

The results of these “everyday” research projects can teach us many principles of
human behavior. We learn through experience that if we give someone bad news,
he or she may blame us even though the news was not our fault. We learn that

10
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people may become depressed after they fail at an important task. We see that
aggressive behavior occurs frequently in our society, and we develop theories to
explain why this is so. These insights are part of everyday social life. In fact, much
research in psychology involves the scientific study of everyday behavior (Heider,
1958; Kelley, 1967).Heider, F. (1958). The psychology of interpersonal relations. Hillsdale,
NJ: Erlbaum; Kelley, H. H. (1967). Attribution theory in social psychology. In D.
Levine (Ed.), Nebraska symposium on motivation (Vol. 15, pp. 192-240). Lincoln:
University of Nebraska Press.

The problem, however, with the way people collect and interpret data in their
everyday lives is that they are not always particularly thorough. Often, when one
explanation for an event seems “right,” we adopt that explanation as the truth even
when other explanations are possible and potentially more accurate. For example,
eyewitnesses to violent crimes are often extremely confident in their identifications
of the perpetrators of these crimes. But research finds that eyewitnesses are no less
confident in their identifications when they are incorrect than when they are
correct (Cutler & Wells, 2009; Wells & Hasel, 2008).Cutler, B. L., & Wells, G. L. (2009).
Expert testimony regarding eyewitness identification. In J. L. Skeem, S. O. Lilienfeld,
& K. S. Douglas (Eds.), Psychological science in the courtroom: Consensus and controversy
(pp. 100-123). New York, NY: Guilford Press; Wells, G. L., & Hasel, L. E. (2008).
Eyewitness identification: Issues in common knowledge and generalization. In E.
Borgida & S. T. Fiske (Eds.), Beyond common sense: Psychological science in the courtroom
(pp. 159-176). Malden, NJ: Blackwell. People may also become convinced of the
existence of extrasensory perception (ESP), or the predictive value of astrology,
when there is no evidence for either (Gilovich, 1993).Gilovich, T. (1993). How we
know what isn’t so: The fallibility of human reason in everyday life. New York, NY: Free
Press. Furthermore, psychologists have also found that there are a variety of
cognitive and motivational biases that frequently influence our perceptions and
lead us to draw erroneous conclusions (Fiske & Taylor, 2007; Hsee & Hastie,
2006).Fiske, S. T., & Taylor, S. E. (2007). Social cognition: From brains to culture. New
York, NY: McGraw-Hill.; Hsee, C. K., & Hastie, R. (2006). Decision and experience:
Why don’t we choose what makes us happy? Trends in Cognitive Sciences, 10(1), 31-37.
In summary, accepting explanations for events without testing them thoroughly
may lead us to think that we know the causes of things when we really do not.

1.1 Psychology as a Science 11
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1.1 Psychology as a Science

Research Focus: Unconscious Preferences for the Letters
of Our Own Name

A study reported in the Journal of Consumer Research (Brendl, Chattopadhyay,
Pelham, & Carvallo, 2005)Brendl, C. M., Chattopadhyay, A., Pelham, B. W., &
Carvallo, M. (2005). Name letter branding: Valence transfers when product
specific needs are active. Journal of Consumer Research, 32(3), 405-415.
demonstrates the extent to which people can be unaware of the causes of their
own behavior. The research demonstrated that, at least under certain
conditions (and although they do not know it), people frequently prefer brand
names that contain the letters of their own name to brand names that do not
contain the letters of their own name.

The research participants were recruited in pairs and were told that the
research was a taste test of different types of tea. For each pair of participants,
the experimenter created two teas and named them by adding the word stem
“oki” to the first three letters of each participant’s first name. For example, for
Jonathan and Elisabeth, the names of the teas would have been Jonoki and
Elioki.

The participants were then shown 20 packets of tea that were supposedly being
tested. Eighteen packets were labeled with made-up Japanese names (e.g.,
“Mataku” or “Somuta”), and two were labeled with the brand names
constructed from the participants’ names. The experimenter explained that
each participant would taste only two teas and would be allowed to choose one
packet of these two to take home.

One of the two participants was asked to draw slips of paper to select the two
brands that would be tasted at this session. However, the drawing was rigged so
that the two brands containing the participants’ name stems were always
chosen for tasting. Then, while the teas were being brewed, the participants
completed a task designed to heighten their needs for self-esteem, and that was
expected to increase their desire to choose a brand that had the letters of their
own name. Specifically, the participants all wrote about an aspect of themselves
that they would like to change.

After the teas were ready, the participants tasted them and then chose to take a
packet of one of the teas home with them. After they made their choice, the
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3. The tendency to think that we
could have predicted
something that has already
occurred that we probably
would not have been able to
predict.

4, The set of assumptions, rules,
and procedures that scientists
use to conduct empirical
research.

1.1 Psychology as a Science

participants were asked why they chose the tea they had chosen, and then the
true purpose of the study was explained to them.

The results of this study found that participants chose the tea that included the
first three letters of their own name significantly more frequently (64% of the
time) than they chose the tea that included the first three letters of their
partner’s name (only 36% of the time). Furthermore, the decisions were made
unconsciously; the participants did not know why they chose the tea they
chose. When they were asked, more than 90% of the participants thought that
they had chosen on the basis of taste, whereas only 5% of them mentioned the
real cause—that the brand name contained the letters of their name.

Once we learn about the outcome of a given event (e.g., when we read about the
results of a research project), we frequently believe that we would have been able to
predict the outcome ahead of time. For instance, if half of a class of students is told
that research concerning attraction between people has demonstrated that
“opposites attract” and the other half is told that research has demonstrated that
“birds of a feather flock together,” most of the students will report believing that
the outcome that they just read about is true, and that they would have predicted
the outcome before they had read about it. Of course, both of these contradictory
outcomes cannot be true. (In fact, psychological research finds that “birds of a
feather flock together” is generally the case.) The problem is that just reading a
description of research findings leads us to think of the many cases we know that
support the findings, and thus makes them seem believable. The tendency to think
that we could have predicted something that has already occurred that we probably would
not have been able to predict is called the hindsight bias’.

Why Psychologists Rely on Empirical Methods

All scientists, whether they are physicists, chemists, biologists, sociologists, or
psychologists, use empirical methods to study the topics that interest them. Empirical
methods include the processes of collecting and organizing data and drawing
conclusions about those data. The empirical methods used by scientists have
developed over many years and provide a basis for collecting, analyzing, and
interpreting data within a common framework in which information can be shared.
We can label the scientific method® as the set of assumptions, rules, and procedures
that scientists use to conduct empirical research.

13
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1.1 Psychology as a Science

Figure 1.2

Psychologists use a variety of techniques to measure and understand human behavior.

Sources: Poster photo courtesy of Wesleyan University, http://newsletter.blogs.wesleyan.edu/files/2009/04/
psychposter11.jpg. Language lab photo courtesy of Evansville University, http://psychology.evansville.edu/
langlab.jpg. Other photo © Thinkstock.

Although scientific research is an important method of studying human behavior,
not all questions can be answered using scientific approaches. Statements that
cannot be objectively measured or objectively determined to be true or false are not
within the domain of scientific inquiry. Scientists therefore draw a distinction
between values and facts. Values are personal statements such as “Abortion should
not be permitted in this country,” “I will go to heaven when I die,” or “It is
important to study psychology.” Facts are objective statements determined to be
accurate through empirical study. Examples are “There were more than 21,000
homicides in the United States in 2009,” or “Research demonstrates that individuals
who are exposed to highly stressful situations over long periods of time develop
more health problems than those who are not.”

Because values cannot be considered to be either true or false, science cannot prove
or disprove them. Nevertheless, as shown in Table 1.1 "Examples of Values and
Facts in Scientific Research", research can sometimes provide facts that can help
people develop their values. For instance, science may be able to objectively
measure the impact of unwanted children on a society or the psychological trauma
suffered by women who have abortions. The effect of capital punishment on the
crime rate in the United States may also be determinable. This factual information
can and should be made available to help people formulate their values about
abortion and capital punishment, as well as to enable governments to articulate
appropriate policies. Values also frequently come into play in determining what
research is appropriate or important to conduct. For instance, the U.S. government
has recently supported and provided funding for research on HIV, AIDS, and
terrorism, while denying funding for research using human stem cells.
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5. The perspectives that are used
to understand behavior.
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Table 1.1 Examples of Values and Facts in Scientific Research

Personal value Scientific fact
Welfare payments should be The U.S. government paid more than $21 billion in
reduced for unmarried parents. unemployment insurance in 2010.

There were more than 30,000 deaths caused by

Handguns should be outlawed.
g W handguns in the United States in 2009.

More than 35% of college students indicate that blue

Blue is my favorite color.
y is their favorite color.

Smoking increases the incidence of cancer and

It is important to quit smoking. heart disease

Source: Stangor, C. (2011). Research methods for the behavioral sciences (4th ed.).
Mountain View, CA: Cengage.

Although scientists use research to help establish facts, the distinction between
values and facts is not always clear-cut. Sometimes statements that scientists
consider to be factual later, on the basis of further research, turn out to be partially
or even entirely incorrect. Although scientific procedures do not necessarily
guarantee that the answers to questions will be objective and unbiased, science is
still the best method for drawing objective conclusions about the world around us.
When old facts are discarded, they are replaced with new facts based on newer and
more correct data. Although science is not perfect, the requirements of empiricism
and objectivity result in a much greater chance of producing an accurate
understanding of human behavior than is available through other approaches.

Levels of Explanation in Psychology

The study of psychology spans many different topics at many different levels of
explanation®, which are the perspectives that are used to understand behavior. Lower
levels of explanation are more closely tied to biological influences, such as genes,
neurons, neurotransmitters, and hormones, whereas the middle levels of
explanation refer to the abilities and characteristics of individual people, and the
highest levels of explanation relate to social groups, organizations, and cultures
(Cacioppo, Berntson, Sheridan, & McClintock, 2000).Cacioppo, J. T., Berntson, G. G.,
Sheridan, J. F., & McClintock, M. K. (2000). Multilevel integrative analyses of human
behavior: Social neuroscience and the complementing nature of social and
biological approaches. Psychological Bulletin, 126(6), 829-843.
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The same topic can be studied within psychology at different levels of explanation,
as shown in Figure 1.3 "Levels of Explanation". For instance, the psychological
disorder known as depression affects millions of people worldwide and is known to
be caused by biological, social, and cultural factors. Studying and helping alleviate
depression can be accomplished at low levels of explanation by investigating how
chemicals in the brain influence the experience of depression. This approach has
allowed psychologists to develop and prescribe drugs, such as Prozac, which may
decrease depression in many individuals (Williams, Simpson, Simpson, & Nahas,
2009).Williams, N., Simpson, A. N., Simpson, K., & Nahas, Z. (2009). Relapse rates
with long-term antidepressant drug therapy: A meta-analysis. Human
Psychopharmacology: Clinical and Experimental, 24(5), 401-408. At the middle levels of
explanation, psychological therapy is directed at helping individuals cope with
negative life experiences that may cause depression. And at the highest level,
psychologists study differences in the prevalence of depression between men and
women and across cultures. The occurrence of psychological disorders, including
depression, is substantially higher for women than for men, and it is also higher in
Western cultures, such as in the United States, Canada, and Europe, than in Eastern
cultures, such as in India, China, and Japan (Chen, Wang, Poland, & Lin, 2009; Seedat
et al., 2009).Chen, P.-Y., Wang, S.-C., Poland, R. E., & Lin, K.-M. (2009). Biological
variations in depression and anxiety between East and West. CNS Neuroscience &
Therapeutics, 15(3), 283-294; Seedat, S., Scott, K. M., Angermeyer, M. C., Berglund, P.,
Bromet, E. J., Brugha, T. S.,...Kessler, R. C. (2009). Cross-national associations
between gender and mental disorders in the World Health Organization World
Mental Health Surveys. Archives of General Psychiatry, 66(7), 785-795. These sex and
cultural differences provide insight into the factors that cause depression. The
study of depression in psychology helps remind us that no one level of explanation
can explain everything. All levels of explanation, from biological to personal to
cultural, are essential for a better understanding of human behavior.
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6. The variations among people
on physical or psychological
dimensions.

1.1 Psychology as a Science

Figure 1.3 Levels of Explanation

The Challenges of Studying Psychology

Understanding and attempting to alleviate the costs of psychological disorders such
as depression is not easy, because psychological experiences are extremely
complex. The questions psychologists pose are as difficult as those posed by
doctors, biologists, chemists, physicists, and other scientists, if not more so (Wilson,
1998).Wilson, E. 0. (1998). Consilience: The unity of knowledge. New York, NY: Vintage
Books.

A major goal of psychology is to predict behavior by understanding its causes.
Making predictions is difficult in part because people vary and respond differently
in different situations. Individual differences® are the variations among people on
physical or psychological dimensions. For instance, although many people experience
at least some symptoms of depression at some times in their lives, the experience
varies dramatically among people. Some people experience major negative events,
such as severe physical injuries or the loss of significant others, without
experiencing much depression, whereas other people experience severe depression
for no apparent reason. Other important individual differences that we will discuss
in the chapters to come include differences in extraversion, intelligence, self-
esteem, anxiety, aggression, and conformity.

Because of the many individual difference variables that influence behavior, we
cannot always predict who will become aggressive or who will perform best in
graduate school or on the job. The predictions made by psychologists (and most

17



Chapter 1 Introducing Psychology

other scientists) are only probabilistic. We can say, for instance, that people who
score higher on an intelligence test will, on average, do better than people who
score lower on the same test, but we cannot make very accurate predictions about
exactly how any one person will perform.

Another reason that it is difficult to predict behavior is that almost all behavior is
multiply determined, or produced by many factors. And these factors occur at
different levels of explanation. We have seen, for instance, that depression is caused
by lower-level genetic factors, by medium-level personal factors, and by higher-
level social and cultural factors. You should always be skeptical about people who
attempt to explain important human behaviors, such as violence, child abuse,
poverty, anxiety, or depression, in terms of a single cause.

Furthermore, these multiple causes are not independent of one another; they are
associated such that when one cause is present other causes tend to be present as
well. This overlap makes it difficult to pinpoint which cause or causes are operating.
For instance, some people may be depressed because of biological imbalances in
neurotransmitters in their brain. The resulting depression may lead them to act
more negatively toward other people around them, which then leads those other
people to respond more negatively to them, which then increases their depression.
As a result, the biological determinants of depression become intertwined with the
social responses of other people, making it difficult to disentangle the effects of
each cause.

Another difficulty in studying psychology is that much human behavior is caused by
factors that are outside our conscious awareness, making it impossible for us, as
individuals, to really understand them. The role of unconscious processes was
emphasized in the theorizing of the Austrian neurologist Sigmund Freud
(1856-1939), who argued that many psychological disorders were caused by
memories that we have repressed and thus remain outside our consciousness.
Unconscious processes will be an important part of our study of psychology, and we
will see that current research has supported many of Freud’s ideas about the
importance of the unconscious in guiding behavior.

1.1 Psychology as a Science 18
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KEY TAKEAWAYS

Psychology is the scientific study of mind and behavior.

Though it is easy to think that everyday situations have commonsense
answers, scientific studies have found that people are not always as good
at predicting outcomes as they think they are.

The hindsight bias leads us to think that we could have predicted events
that we actually could not have predicted.

People are frequently unaware of the causes of their own behaviors.
Psychologists use the scientific method to collect, analyze, and interpret
evidence.

Employing the scientific method allows the scientist to collect empirical
data objectively, which adds to the accumulation of scientific
knowledge.

Psychological phenomena are complex, and making predictions about
them is difficult because of individual differences and because they are
multiply determined at different levels of explanation.

EXERCISES AND CRITICAL THINKING

1.1 Psychology as a Science

1. Can you think of a time when you used your intuition to analyze an

outcome, only to be surprised later to find that your explanation was
completely incorrect? Did this surprise help you understand how
intuition may sometimes lead us astray?

. Describe the scientific method in a way that someone who knows

nothing about science could understand it.

. Consider a behavior that you find to be important and think about its

potential causes at different levels of explanation. How do you think
psychologists would study this behavior?
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1.2 The Evolution of Psychology: History, Approaches, and Questions

LEARNING OBJECTIVES

1. Explain how psychology changed from a philosophical to a scientific
discipline.

2. List some of the most important questions that concern psychologists.

3. Outline the basic schools of psychology and how each school has
contributed to psychology.

In this section we will review the history of psychology with a focus on the
important questions that psychologists ask and the major approaches (or schools)
of psychological inquiry. The schools of psychology that we will review are
summarized in Table 1.2 "The Most Important Approaches (Schools) of Psychology",
and Figure 1.5 "Timeline Showing Some of the Most Important Psychologists"
presents a timeline of some of the most important psychologists, beginning with
the early Greek philosophers and extending to the present day. Table 1.2 "The Most
Important Approaches (Schools) of Psychology" and Figure 1.5 "Timeline Showing
Some of the Most Important Psychologists" both represent a selection of the most
important schools and people; to mention all the approaches and all the
psychologists who have contributed to the field is not possible in one chapter.

The approaches that psychologists have used to assess the issues that interest them
have changed dramatically over the history of psychology. Perhaps most
importantly, the field has moved steadily from speculation about behavior toward a
more objective and scientific approach as the technology available to study human
behavior has improved (Benjamin & Baker, 2004).Benjamin, L. T., Jr., & Baker, D. B.
(2004). From seance to science: A history of the profession of psychology in America.
Belmont, CA: Wadsworth/Thomson. There has also been an increasing influx of
women into the field. Although most early psychologists were men, now most
psychologists, including the presidents of the most important psychological
organizations, are women.
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Table 1.2 The Most Important Approaches (Schools) of Psychology

Wilhelm Wundt,
. Uses the method of introspection to identify the basic ! "
Structuralism " Y . . Edward B.
elements or “structures” of psychological experience .
Titchener
Attempts to understand why animals and humans
Functionalism | have developed the particular psychological aspects William James
that they currently possess
Sigmund Freud,
Focuses on the role of our unconscious thoughts, &
. . . , Carl Jung, Alfred
Psychodynamic | feelings, and memories and our early childhood Adler. Erik
experiences in determining behavior L
Erickson
Based on the premise that it is not possible to
. objectively study the mind, and therefore that John B. Watson,
Behaviorism . L . . .
psychologists should limit their attention to the study | B. F. Skinner
of behavior itself
Hermann
Cognitive The study of mental processes, including perception, | Ebbinghaus, Sir
& thinking, memory, and judgments Frederic Bartlett,
Jean Piaget
Fritz Heider,
The study of how the social situations and the ritz reider
. . . . . Leon Festinger,
Social-cultural | cultures in which people find themselves influence Stanley
thinki d behavi
inking and behavior schachter
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Figure 1.4 Female Psychologists

Although most of the earliest psychologists were men, women are increasingly contributing to psychology. The first
female president of the American Psychological Association was Mary Whiton Calkins (1861-1930; lower right).
Calkins made significant contributions to the study of memory and the self-concept. Mahzarin Banaji (upper left),
Marilynn Brewer (upper right), and Linda Bartoshuk (lower left) all have been recent presidents of the American
Psychological Society.

Sources: Bartoshuk photo courtesy of Linda Bartoshuk, http://www.psychologicalscience.org/?s=bartoshuk. Banaji

photo courtesy of Mahzarin Rustum Banaji, http://banaji.socialpsychology.org. Brewer photo courtesy of Marilynn
Brewer, http://brewer.socialpsychology.org. Calkins photo courtesy of Vlad Sfichi, http://www.flickr.com/photos/

24110800@N08/2779490726.
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Figure 1.5 Timeline Showing Some of the Most Important Psychologists

Date Psychologist(s) Description
428-347 BC Plato. Greek phil for the role of nature in
384-322 BC Aristotle Greek philosopher who argued for the role of nurture in psychological development.
1588-1679 Thomas Hobbes English philosopher.
1596-1650 René Descartes French philosopher.
1632-1704 John Locke English philosopher.
1712-1778 Jean-Jacques Rousseau French philosopher.
German experimental psychologist who develaped the idea of the just noticeable
1801-1887 Gustav Fechner difference (JND), which is considered to be the first empirical psychological
measurement.
18091882 Charies Darvin !Ecn:\sll‘nat‘:nilis;:;:zs‘e theory of natural selection influenced the functionalist
e | WihelmWunck el eviop e R of Ao
ERED || et ket he e of et "
e e ?Il;iiizglm‘:?lli:?\iii\t ;hose experiments on learning led to the principles of
0| W s | T e S P s
1856-1939 Sigmund Freud Austrian ist whe the field of psyc
1867-1927 Edward Bradford Titchener | American psychologist who contributed to the field of structuralism.
1878-1958 John B. Watson American psychologist who contributed to the field of behaviorism.
1886-1969 Sir Frederic Bartlatt :;;“‘E:“hﬂmg‘ ist who studi gnitive and social processes of
1896-1980 Jean Piaget stu:;.yn(:::?ffﬁﬁgfwnw an important theory of cognitive
1904-1990 B.F. Skinner American psychologist who contributed to the school of behaviorism.
1926-1993 D British iti jist who was a pioneer in the study of attention.
i, ||| Ao Tttt daguon et bty

Kahneman; Elizabeth
L Mill

215t centuries ofthe field of won the Nobel Prize in
Economics for his work on psychological decision making.
Mahzarin Banaji; Marilynn
Brewer; Susan Fiske; Fritz American psy g hy i to the social-cultural school
20thand Heider; Kurt Lewin; Stanley | Their contributions have included an understanding of how people develop and are

2istcenturies | gehachter; Claude Steele; | Influenced by social norms.
Harry Triandis

Although it cannot capture every important psychologist, this timeline shows some of the most important
contributors to the history of psychology.

Although psychology has changed dramatically over its history, the most important
questions that psychologists address have remained constant. Some of these
questions follow, and we will discuss them both in this chapter and in the chapters
to come:

* Nature versus nurture. Are genes or environment most influential in
determining the behavior of individuals and in accounting for
differences among people? Most scientists now agree that both genes
and environment play crucial roles in most human behaviors, and yet
we still have much to learn about how nature (our biological makeup)
and nurture (the experiences that we have during our lives) work
together (Harris, 1998; Pinker, 2002).Harris, J. (1998). The nurture
assumption: Why children turn out the way they do. New York, NY:
Touchstone Books; Pinker, S. (2002). The blank slate: The modern denial of
human nature. New York, NY: Penguin Putnam. The proportion of the
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7. The proportion of the observed
differences on characteristics
among people (e.g., in terms of
their height, intelligence, or
optimism) that is due to
genetics.

Figure 1.6

observed differences on characteristics among people (e.g., in terms of their
height, intelligence, or optimism) that is due to genetics is known as the
heritability’ of the characteristic, and we will make much use of this
term in the chapters to come. We will see, for example, that the
heritability of intelligence is very high (about .85 out of 1.0) and that
the heritability of extraversion is about .50. But we will also see that
nature and nurture interact in complex ways, making the question of
“Is it nature or is it nurture?” very difficult to answer.

Free will versus determinism. This question concerns the extent to which
people have control over their own actions. Are we the products of our
environment, guided by forces out of our control, or are we able to
choose the behaviors we engage in? Most of us like to believe in free
will, that we are able to do what we want—for instance, that we could
get up right now and go fishing. And our legal system is premised on
the concept of free will; we punish criminals because we believe that
they have choice over their behaviors and freely choose to disobey the
law. But as we will discuss later in the research focus in this section,
recent research has suggested that we may have less control over our
own behavior than we think we do (Wegner, 2002).Wegner, D. M.
(2002). The illusion of conscious will. Cambridge, MA: MIT Press.

Accuracy versus inaccuracy. To what extent are humans good
information processors? Although it appears that people are “good
enough” to make sense of the world around them and to make decent
decisions (Fiske, 2003),Fiske, S. T. (2003). Social beings. Hoboken, NJ:
John Wiley & Sons. they are far from perfect. Human judgment is
sometimes compromised by inaccuracies in our thinking styles and by
our motivations and emotions. For instance, our judgment may be
affected by our desires to gain material wealth and to see ourselves
positively and by emotional responses to the events that happen to us.
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President Barack Obama and Vice President Joe Biden (left photo) meet with BP executives to discuss the disastrous
oil spill in the Gulf of Mexico (right photo). Psychologists study the causes of poor judgments such as those made by
these executives.

Sources: Obama-Hayward photo courtesy of Pete Souza, http://commons.wikimedia.org/wiki/File:0bama-
hayward.jpg. Pelican photo courtesy of the International Bird Rescue Research Center,
http://commons.wikimedia.org/wiki/File:Pelican_wash_from oil spill Louisiana 13 Dawn
IBRRC_2010.05.04 B6X2141.jpg.

« Conscious versus unconscious processing. To what extent are we conscious
of our own actions and the causes of them, and to what extent are our
behaviors caused by influences that we are not aware of? Many of the
major theories of psychology, ranging from the Freudian
psychodynamic theories to contemporary work in cognitive
psychology, argue that much of our behavior is determined by
variables that we are not aware of.

* Differences versus similarities. To what extent are we all similar, and to
what extent are we different? For instance, are there basic
psychological and personality differences between men and women, or
are men and women by and large similar? And what about people from
different ethnicities and cultures? Are people around the world
generally the same, or are they influenced by their backgrounds and
environments in different ways? Personality, social, and cross-cultural
psychologists attempt to answer these classic questions.

Early Psychologists

The earliest psychologists that we know about are the Greek philosophers Plato
(428-347 BC) and Aristotle (384-322 BC). These philosophers asked many of the
same questions that today’s psychologists ask; for instance, they questioned the
distinction between nature and nurture and the existence of free will. In terms of
the former, Plato argued on the nature side, believing that certain kinds of
knowledge are innate or inborn, whereas Aristotle was more on the nurture side,
believing that each child is born as an “empty slate” (in Latin a tabula rasa) and that
knowledge is primarily acquired through learning and experience.
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European philosophers continued to ask these
fundamental questions during the Renaissance. For
instance, the French philosopher René Descartes
(1596-1650) also considered the issue of free will,
arguing in its favor and believing that the mind controls
the body through the pineal gland in the brain (an idea
that made some sense at the time but was later proved
incorrect). Descartes also believed in the existence of

Figure 1.7

The earliest psychologists were

innate natural abilities. A scientist as well as a the Greek philosophers Plato
philosopher, Descartes dissected animals and was (left) and Aristotle. Plato believed
among the first to understand that the nerves that much ’f"OWIed}?e was if;l"ate:
controlled the muscles. He also addressed the whereas Aristotle thought that

. . . . each child was born as an
relationship between mind (the mental aspects of life)  «omnpty slate” and that
and body (the physical aspects of life). Descartes knowledge was primarily
believed in the principle of dualism: that the mind is acquired through learning and

fundamentally different from the mechanical body. experience.

Other European philosophers, including Thomas Hobbes
(1588-1679), John Locke (1632-1704), and Jean-Jacques ~ Sowrees: Plato photo courtesy of
. . . http://commons.wikimedia.org/
Rousseau (1712-1778), also weighed in on these issues. POy 5 ;
wiki/File:Platon2.jpg. Aristotle

photo courtesy of Giovanni

Dall'Orto,
The fundamental problem that these philosophers faced ;... //commons.wikimedia.ora/

was that they had few methods for settling their claims.  wiki/
Most philosophers didn’t conduct any research on these File:Busto di Aristotele conserv
. . L1 ato_a_Palazzo_Altaemps,

questions, in part because they didn’t yet know how to SR

] ] , . Roma. Foto_di Giovanni_Dall%
do it, and in part because they weren’t sure it was even  7pp14jpg.
possible to objectively study human experience. But
dramatic changes came during the 1800s with the help
of the first two research psychologists: the German
psychologist Wilhelm Wundt (1832-1920), who
developed a psychology laboratory in Leipzig, Germany, and the American
psychologist William James (1842-1910), who founded a psychology laboratory at
Harvard University.

Structuralism: Introspection and the Awareness of Subjective
Experience

Wundt’s research in his laboratory in Liepzig focused on the nature of
consciousness itself. Wundt and his students believed that it was possible to analyze
the basic elements of the mind and to classify our conscious experiences
scientifically. Wundt began the field known as structuralism®, a school of psychology

8. A school of psychology whose whose goal was to identify the basic elements or “structures” of psychological experience. Its
goal was to identify the basic PRSP » « p ” i
Slements (or “structures” of goal was to create a “periodic table” of the “elements of sensations,” similar to the
psychological experience. periodic table of elements that had recently been created in chemistry.

1.2 The Evolution of Psychology: History, Approaches, and Questions 26


http://commons.wikimedia.org/wiki/File:Platon2.jpg
http://commons.wikimedia.org/wiki/File:Platon2.jpg
http://commons.wikimedia.org/wiki/File:Busto_di_Aristotele_conservato_a_Palazzo_Altaemps,_Roma._Foto_di_Giovanni_Dall%27Orto.jpg
http://commons.wikimedia.org/wiki/File:Busto_di_Aristotele_conservato_a_Palazzo_Altaemps,_Roma._Foto_di_Giovanni_Dall%27Orto.jpg
http://commons.wikimedia.org/wiki/File:Busto_di_Aristotele_conservato_a_Palazzo_Altaemps,_Roma._Foto_di_Giovanni_Dall%27Orto.jpg
http://commons.wikimedia.org/wiki/File:Busto_di_Aristotele_conservato_a_Palazzo_Altaemps,_Roma._Foto_di_Giovanni_Dall%27Orto.jpg
http://commons.wikimedia.org/wiki/File:Busto_di_Aristotele_conservato_a_Palazzo_Altaemps,_Roma._Foto_di_Giovanni_Dall%27Orto.jpg
http://commons.wikimedia.org/wiki/File:Busto_di_Aristotele_conservato_a_Palazzo_Altaemps,_Roma._Foto_di_Giovanni_Dall%27Orto.jpg

Chapter 1 Introducing Psychology

Structuralists used the method of introspection to attempt to create a map of the
elements of consciousness. Introspection’ involves asking research participants to
describe exactly what they experience as they work on mental tasks, such as viewing
colors, reading a page in a book, or performing a math problem. A participant who
is reading a book might report, for instance, that he saw some black and colored
straight and curved marks on a white background. In other studies the
structuralists used newly invented reaction time instruments to systematically
assess not only what the participants were thinking but how long it took them to do
so. Wundt discovered that it took people longer to report what sound they had just
heard than to simply respond that they had heard the sound. These studies marked
the first time researchers realized that there is a difference between the sensation of
a stimulus and the perception of that stimulus, and the idea of using reaction times
to study mental events has now become a mainstay of cognitive psychology.

Perhaps the best known of the structuralists was
Edward Bradford Titchener (1867-1927). Titchener was
a student of Wundt who came to the United States in the
late 1800s and founded a laboratory at Cornell
University. In his research using introspection,
Titchener and his students claimed to have identified
more than 40,000 sensations, including those relating to
vision, hearing, and taste.

Figure 1.8

Wilhelm Wundt (seated at left)
and Edward Titchener (right)

An important aspect of the structuralist approach was ~ helped create the structuralist
that it was rigorous and scientific. The research marked school of psychology. Their goal
o . ) was to classify the elements of
the beginning of psychology as a science, because it sensation through introspection.
demonstrated that mental events could be quantified.
But the structuralists also discovered the limitations of ,
Sources: Wundt photo courtesy of
introspection. Even highly trained research participants genosis,
were often unable to report on their subjective http://commons.wikimedia.org/
experiences. When the participants were asked to do wiki/F fle:v‘;ff"";lt"esea;Ch'
. . groupjpg. Tit t
simple math problems, they could easily do them, but -~ senener preo
courtesy of Amaro Studios,
they could not easily answer how they did them. Thus http://www.flickr.com/photos
the structuralists were the first to realize the 39584782@N08/4197763373.
importance of unconscious processes—that many
important aspects of human psychology occur outside
our conscious awareness, and that psychologists cannot
expect research participants to be able to accurately

report on all of their experiences.

9. A method of learning about
psychological processes in
which research participants
are asked to describe exactly
what they experience as they
work on mental tasks.
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Chapter 1 Introducing Psychology

Functionalism and Evolutionary Psychology

In contrast to Wundt, who attempted to understand the nature of consciousness,
the goal of William James and the other members of the school of functionalism'®
was to understand why animals and humans have developed the particular psychological
aspects that they currently possess (Hunt, 1993).Hunt, M. (1993). The story of psychology.
New York, NY: Anchor Books. For James, one’s thinking was relevant only to one’s
behavior. As he put it in his psychology textbook, “My thinking is first and last and
always for the sake of my doing” (James, 1890).James, W. (1890). The principles of
psychology. New York, NY: Dover.

James and the other members of the functionalist school were influenced by Charles
Darwin’s (1809-1882) theory of natural selection, which proposed that the physical
characteristics of animals and humans evolved because they were useful, or
functional. The functionalists believed that Darwin’s theory applied to
psychological characteristics too. Just as some animals have developed strong
muscles to allow them to run fast, the human brain, so functionalists thought, must
have adapted to serve a particular function in human experience.

Although functionalism no longer exists as a school of
psychology, its basic principles have been absorbed into
psychology and continue to influence it in many ways.
The work of the functionalists has developed into the
field of evolutionary psychology'', a branch of
psychology that applies the Darwinian theory of natural
selection to human and animal behavior (Dennett, 1995;
Tooby & Cosmides, 1992).Dennett, D. (1995). Darwin’s
dangerous idea: Evolution and the meanings of life. New
York, NY: Simon and Schuster; Tooby, J., & Cosmides, L.
(1992). The psychological foundations of culture. InJ. H.  The functionalist school of
Barkow & L. Cosmides (Eds.), The adapted mind: psychology, founded by the

) ) American psychologist William
Evolutionary psychology and the generation of culture (p. James (Ieft), was influenced by
666). New York, NY: Oxford University Press. the work of Charles Darwin.
Evolutionary psychology accepts the functionalists’
basic assumption, namely that many human Source: James photo courtesy of
goal was to understand why psychological systems, including memory, emotion, and http://commons.wikimedia.org/
animals and humans have personality, serve key adaptive functions. As we will see ~ wiki/
developed the particular in the chapters to come, evolutionary psychologists use ~ _ieVilliam James, philosopher.
psychological aspects that they | eyolutionary theory to understand many different Jpg. Danvin portrat courtesy of

Figure 1.9

10. A school of psychology whose

currently possess George Richmond,
yP : behaviors including romantic attraction, stereotypes http://commons.wikimedia.org/
11. A branch of psychology that and prejudice, and even the causes of many wiki/

applies the Darwinian theory of psychological disorders.
natural selection to human and

animal behavior.
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12.

13.

The extent to which having a
given genetic characteristic
helps an individual organism
survive and reproduce at a
higher rate than do other
members of the species who do
not have the characteristic.

An approach to understanding
human behavior that focuses
on the role of unconscious
thoughts, feelings, and
memories.

A key component of the ideas of evolutionary
psychology is fitness. Fitness'” refers to the extent to
which having a given characteristic helps the individual
organism survive and reproduce at a higher rate than do
other members of the species who do not have the
characteristic. Fitter organisms pass on their genes more
successfully to later generations, making the characteristics that produce fitness
more likely to become part of the organism’s nature than characteristics that do
not produce fitness. For example, it has been argued that the emotion of jealousy
has survived over time in men because men who experience jealousy are more fit
than men who do not. According to this idea, the experience of jealously leads men
to be more likely to protect their mates and guard against rivals, which increases
their reproductive success (Buss, 2000).Buss, D. M. (2000). The dangerous passion: Why
Jjealousy is as necessary as love and sex. New York, NY: Free Press.

File:Charles_Darwin_by_G. Rich

Despite its importance in psychological theorizing, evolutionary psychology also
has some limitations. One problem is that many of its predictions are extremely
difficult to test. Unlike the fossils that are used to learn about the physical evolution
of species, we cannot know which psychological characteristics our ancestors
possessed or did not possess; we can only make guesses about this. Because it is
difficult to directly test evolutionary theories, it is always possible that the
explanations we apply are made up after the fact to account for observed data
(Gould & Lewontin, 1979).Gould, S. J., & Lewontin, R. C. (1979). The spandrels of San
Marco and the Panglossian paradigm: A critique of the adaptationist programme. In
Proceedings of the Royal Society of London (Series B, Vol. 205, pp. 581-598).
Nevertheless, the evolutionary approach is important to psychology because it
provides logical explanations for why we have many psychological characteristics.

Psychodynamic Psychology

Perhaps the school of psychology that is most familiar to the general public is the
psychodynamic approach to understanding behavior, which was championed by
Sigmund Freud (1856-1939) and his followers. Psychodynamic psychology'® is an
approach to understanding human behavior that focuses on the role of unconscious
thoughts, feelings, and memories. Freud developed his theories about behavior
through extensive analysis of the patients that he treated in his private clinical
practice. Freud believed that many of the problems that his patients experienced,
including anxiety, depression, and sexual dysfunction, were the result of the effects
of painful childhood experiences that the person could no longer remember.
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Freud’s ideas were extended by other psychologists
whom he influenced, including Carl Jung (1875-1961),
Alfred Adler (1870-1937), Karen Horney (1855-1952),
and Erik Erikson (1902-1994). These and others who
follow the psychodynamic approach believe that it is
possible to help the patient if the unconscious drives
can be remembered, particularly through a deep and
thorough exploration of the person’s early sexual
experiences and current sexual desires. These
explorations are revealed through talk therapy and
dream analysis, in a process called psychoanalysis.

Figure 1.10

The founders of the school of psychodynamics were
primarily practitioners who worked with individuals to
help them understand and confront their psychological
symptoms. Although they did not conduct much : .
research on their ideas, and although later, more ZZ};IZZZ{Z‘;T::; sjz};zlgf BEs
sophisticated tests of their theories have not always thoughts and emotions are
supported their proposals, psychodynamics has unconscious. Psychotherapy was
nevertheless had substantial impact on the field of designed to help patients recover
psychology, and indeed on thinking about human fr::in?si fmt their “lost
behavior more generally (Moore & Fine, 1995).Moore, B.

E., & Fine, B. D. (1995). Psychoanalysis: The major concepts. Source: Photo courtesy of Max
New Haven, CT: Yale University Press. The importance  puierstadr,

of the unconscious in human behavior, the idea that http://commons.wikimedia.or
early childhood experiences are critical, and the wiki/

concept of therapy as a way of improving human lives Lilezsignuand Ireud LIT.fpg
are all ideas that are derived from the psychodynamic

approach and that remain central to psychology.

Sigmund Freud and the other

Behaviorism and the Question of Free Will

Although they differed in approach, both structuralism and functionalism were
essentially studies of the mind. The psychologists associated with the school of
behaviorism, on the other hand, were reacting in part to the difficulties
psychologists encountered when they tried to use introspection to understand
behavior. Behaviorism'* is a school of psychology that is based on the premise that it is
not possible to objectively study the mind, and therefore that psychologists should limit their
, o attention to the study of behavior itself. Behaviorists believe that the human mind is a
based on the premise that it is . . . . . .
not possible to objectively “black box” into which stimuli are sent and from which responses are received.
study the mind, and therefore They argue that there is no point in trying to determine what happens in the box

that psychologists should limit | because we can successfully predict behavior without knowing what happens inside
their attention to the study of

behavior itself.

14. A school of psychology that is

1.2 The Evolution of Psychology: History, Approaches, and Questions 30


http://commons.wikimedia.org/wiki/File:Sigmund_Freud_LIFE.jpg
http://commons.wikimedia.org/wiki/File:Sigmund_Freud_LIFE.jpg
http://commons.wikimedia.org/wiki/File:Sigmund_Freud_LIFE.jpg

Chapter 1 Introducing Psychology

the mind. Furthermore, behaviorists believe that it is possible to develop laws of
learning that can explain all behaviors.

The first behaviorist was the American psychologist John B. Watson (1878-1958).
Watson was influenced in large part by the work of the Russian physiologist Ivan
Pavlov (1849-1936), who had discovered that dogs would salivate at the sound of a
tone that had previously been associated with the presentation of food. Watson and
the other behaviorists began to use these ideas to explain how events that people
and other organisms experienced in their environment (stimuli) could produce
specific behaviors (responses). For instance, in Pavlov’s research the stimulus (either
the food or, after learning, the tone) would produce the response of salivation in the
dogs.

In his research Watson found that systematically exposing a child to fearful stimuli
in the presence of objects that did not themselves elicit fear could lead the child to
respond with a fearful behavior to the presence of the stimulus (Watson & Rayner,
1920; Beck, Levinson, & Irons, 2009).Watson, J. B., Rayner, R. (1920). Conditioned
emotional reactions. Journal of Experimental Psychology, 3(1), 1-14; Beck, H. P.,
Levinson, S., & Irons, G. (2009). Finding Little Albert: A journey to John B. Watson’s
infant laboratory. American Psychologist, 64(7), 605-614. In the best known of his
studies, an 8-month-old boy named Little Albert was used as the subject. Here is a
summary of the findings:

The boy was placed in the middle of a room; a white laboratory rat was placed near
him and he was allowed to play with it. The child showed no fear of the rat. In later
trials, the researchers made a loud sound behind Albert’s back by striking a steel
bar with a hammer whenever the baby touched the rat. The child cried when he
heard the noise. After several such pairings of the two stimuli, the child was again
shown the rat. Now, however, he cried and tried to move away from the rat.

In line with the behaviorist approach, the boy had learned to associate the white rat
with the loud noise, resulting in crying.
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The most famous behaviorist was Burrhus Frederick (B.
F.) Skinner (1904-1990), who expanded the principles of
behaviorism and also brought them to the attention of
the public at large. Skinner used the ideas of stimulus
and response, along with the application of rewards or
reinforcements, to train pigeons and other animals. And
he used the general principles of behaviorism to
develop theories about how best to teach children and
how to create societies that were peaceful and
productive. Skinner even developed a method for
studying thoughts and feelings using the behaviorist
approach (Skinner, 1957, 1968, 1972).Skinner, B. (1957).
Verbal behavior. Acton, MA: Copley; Skinner, B. (1968).
The technology of teaching. New York, NY: Appleton-
Century-Crofts; Skinner, B. (1972). Beyond freedom and
dignity. New York, NY: Vintage Books.

1.2 The Evolution of Psychology: History, Approaches, and Questions

Figure 1.11

B. F. Skinner was a member of
the behaviorist school of
psychology. He argued that free
will is an illusion and that all
behavior is determined by
environmental factors.

Source: Photo courtesy of
http://commons.wikimedia.or
wiki/

File:B.F._Skinner at_Harvard_cir
ca_1950.jpg.
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Research Focus: Do We Have Free Will?

The behaviorist research program had important implications for the
fundamental questions about nature and nurture and about free will. In terms
of the nature-nurture debate, the behaviorists agreed with the nurture
approach, believing that we are shaped exclusively by our environments. They
also argued that there is no free will, but rather that our behaviors are
determined by the events that we have experienced in our past. In short, this
approach argues that organisms, including humans, are a lot like puppets in a
show who don’t realize that other people are controlling them. Furthermore,
although we do not cause our own actions, we nevertheless believe that we do
because we don’t realize all the influences acting on our behavior.

Recent research in psychology has suggested that Skinner and the behaviorists
might well have been right, at least in the sense that we overestimate our own
free will in responding to the events around us (Libet, 1985; Matsuhashi &
Hallett, 2008; Wegner, 2002).Libet, B. (1985). Unconscious cerebral initiative and
the role of conscious will in voluntary action. Behavioral and Brain Sciences, 8(4),
529-566; Matsuhashi, M., & Hallett, M. (2008). The timing of the conscious
intention to move. European Journal of Neuroscience, 28(11), 2344-2351; Wegner,
D. M. (2002). The illusion of conscious will. Cambridge, MA: MIT Press. In one
demonstration of the misperception of our own free will, neuroscientists Soon,
Brass, Heinze, and Haynes (2008)Soon, C. S., Brass, M., Heinze, H.-]., & Haynes,
J.-D. (2008). Unconscious determinants of free decisions in the human brain.
Nature Neuroscience, 11(5), 543-545. placed their research participants in a
functional magnetic resonance imaging (fMRI) brain scanner while they presented
them with a series of letters on a computer screen. The letter on the screen
changed every one-half second. The participants were asked, whenever they
decided to, to press either of two buttons. Then they were asked to indicate
which letter was showing on the screen when they decided to press the button.
The researchers analyzed the brain images to see if they could predict which of
the two buttons the participant was going to press, even before the letter at
which he or she had indicated the decision to press a button. Suggesting that
the intention to act occurred in the brain before the research participants
became aware of it, the researchers found that the prefrontal cortex region of
the brain showed activation that could be used to predict the button press as
long as 10 seconds before the participants said that they decided which button
to press.

1.2 The Evolution of Psychology: History, Approaches, and Questions
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Research has found that we are more likely to think that we control our
behavior when the desire to act occurs immediately prior to the outcome, when
the thought is consistent with the outcome, and when there are no other
apparent causes for the behavior. Aarts, Custers, and Wegner (2005)Aarts, H.,
Custers, R., & Wegner, D. M. (2005). On the inference of personal authorship:
Enhancing experienced agency by priming effect information. Consciousness and
Cognition: An International Journal, 14(3), 439-458. asked their research
participants to control a rapidly moving square along with a computer that was
also controlling the square independently. The participants pressed a button to
stop the movement. When participants were exposed to words related to the
location of the square just before they stopped its movement, they became
more likely to think that they controlled the motion, even when it was actually
the computer that stopped it. And Dijksterhuis, Preston, Wegner, and Aarts
(2008)Dijksterhuis, A., Preston, J., Wegner, D. M., & Aarts, H. (2008). Effects of
subliminal priming of self and God on self-attribution of authorship for events.
Journal of Experimental Social Psychology, 44(1), 2-9. found that participants who
had just been exposed to first-person singular pronouns, such as “I” and “me,”
were more likely to believe that they controlled their actions than were people
who had seen the words “computer” or “God.”

The idea that we are more likely to take ownership for our actions in some
cases than in others is also seen in our attributions for success and failure.
Because we normally expect that our behaviors will be met with success, when
we are successful we easily believe that the success is the result of our own free
will. When an action is met with failure, on the other hand, we are less likely to
perceive this outcome as the result of our free will, and we are more likely to
blame the outcome on luck or our teacher (Wegner, 2003).Wegner, D. M. (2003).
The mind’s best trick: How we experience conscious will. Trends in Cognitive
Sciences, 7(2), 65-69.

The behaviorists made substantial contributions to psychology by identifying the
principles of learning. Although the behaviorists were incorrect in their beliefs that
it was not possible to measure thoughts and feelings, their ideas provided new ideas
that helped further our understanding regarding the nature-nurture debate as well
as the question of free will. The ideas of behaviorism are fundamental to psychology
and have been developed to help us better understand the role of prior experiences
in a variety of areas of psychology.
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15. A field of psychology that
studies mental processes,
including perception, thinking,
memory, and judgment.

The Cognitive Approach and Cognitive Neuroscience

Science is always influenced by the technology that surrounds it, and psychology is
no exception. Thus it is no surprise that beginning in the 1960s, growing numbers of
psychologists began to think about the brain and about human behavior in terms of
the computer, which was being developed and becoming publicly available at that
time. The analogy between the brain and the computer, although by no means
perfect, provided part of the impetus for a new school of psychology called cognitive
psychology. Cognitive psychology'’ is a field of psychology that studies mental processes,
including perception, thinking, memory, and judgment. These actions correspond well to
the processes that computers perform.

Although cognitive psychology began in earnest in the 1960s, earlier psychologists
had also taken a cognitive orientation. Some of the important contributors to
cognitive psychology include the German psychologist Hermann Ebbinghaus
(1850-1909), who studied the ability of people to remember lists of words under
different conditions, and the English psychologist Sir Frederic Bartlett (1886-1969),
who studied the cognitive and social processes of remembering. Bartlett created
short stories that were in some ways logical but also contained some very unusual
and unexpected events. Bartlett discovered that people found it very difficult to
recall the stories exactly, even after being allowed to study them repeatedly, and he
hypothesized that the stories were difficult to remember because they did not fit
the participants’ expectations about how stories should go. The idea that our
memory is influenced by what we already know was also a major idea behind the
cognitive-developmental stage model of Swiss psychologist Jean Piaget (1896-1980).
Other important cognitive psychologists include Donald E. Broadbent (1926-1993),
Daniel Kahneman (1934-), George Miller (1920-), Eleanor Rosch (1938-), and Amos
Tversky (1937-1996).
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The War of the Ghosts

The War of the Ghosts was a story used by Sir Frederic Bartlett to test the
influence of prior expectations on memory. Bartlett found that even when his
British research participants were allowed to read the story many times they
still could not remember it well, and he believed this was because it did not fit
with their prior knowledge.

One night two young men from Egulac went down to the river to hunt seals and
while they were there it became foggy and calm. Then they heard war-cries,
and they thought: “Maybe this is a war-party.” They escaped to the shore, and
hid behind a log. Now canoes came up, and they heard the noise of paddles, and
saw one canoe coming up to them. There were five men in the canoe, and they
said:

“What do you think? We wish to take you along. We are going up the river to
make war on the people.”

One of the young men said, “I have no arrows.”
“Arrows are in the canoe,” they said.

“I will not go along. I might be killed. My relatives do not know where I have
gone. But you,” he said, turning to the other, “may go with them.”

So one of the young men went, but the other returned home.

And the warriors went on up the river to a town on the other side of Kalama.
The people came down to the water and they began to fight, and many were
killed. But presently the young man heard one of the warriors say, “Quick, let
us go home: that Indian has been hit.” Now he thought: “Oh, they are ghosts.”
He did not feel sick, but they said he had been shot.

So the canoes went back to Egulac and the young man went ashore to his house
and made a fire. And he told everybody and said: “Behold I accompanied the
ghosts, and we went to fight. Many of our fellows were killed, and many of
those who attacked us were killed. They said I was hit, and I did not feel sick.”
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He told it all, and then he became quiet. When the sun rose he fell down.
Something black came out of his mouth. His face became contorted. The people
jumped up and cried.

He was dead. (Bartlett, 1932)Bartlett, F. C. (1932). Remembering. Cambridge:
Cambridge University Press.

Figure 1.12

Cognitive psychologists, such as (from left to right) Jean Piaget, George Miller, and Eleanor Rosch work to
understand how people learn, remember, and make judgments about the world around them.

Sources: Piaget photo courtesy of David Kauppi, http://www.flickr.com/photos/vansterpsykologerna/3407151541/
in/photostream. Miller photo courtesy of Association for Psychological Science
http://www.psychologicalscience.org/anniversary/timeline.cfm. Rosch photo courtesy of the University of
Pittsburgh, http://www.sis.pitt.edu/~mbsclass/hall_of fame/rosch.html.

In its argument that our thinking has a powerful influence on behavior, the
cognitive approach provided a distinct alternative to behaviorism. According to
cognitive psychologists, ignoring the mind itself will never be sufficient because
people interpret the stimuli that they experience. For instance, when a boy turns to
a girl on a date and says, “You are so beautiful,” a behaviorist would probably see
that as a reinforcing (positive) stimulus. And yet the girl might not be so easily
fooled. She might try to understand why the boy is making this particular
statement at this particular time and wonder if he might be attempting to influence
her through the comment. Cognitive psychologists maintain that when we take into
consideration how stimuli are evaluated and interpreted, we understand behavior
more deeply.
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16.

17.

18.

19.

The use of various techniques
to provide pictures of the
structure and function of the
living brain.

A field of psychology that
focuses on how the social
situations and the cultures in
which people find themselves
influence thinking and
behavior.

The ways of thinking, feeling,
or behaving that are shared by
group members and are
perceived by them as
appropriate.

A common set of social norms,
including religious and family
values and other moral beliefs,
shared by the people who live
in a geographical region.

Cognitive psychology remains enormously influential today, and it has guided
research in such varied fields as language, problem solving, memory, intelligence,
education, human development, social psychology, and psychotherapy. The
cognitive revolution has been given even more life over the past decade as the
result of recent advances in our ability to see the brain in action using neuroimaging
techniques. Neuroimaging'® is the use of various techniques to provide pictures of the
structure and function of the living brain (Ilardi & Feldman, 2001).1lardji, S. S., &
Feldman, D. (2001). The cognitive neuroscience paradigm: A unifying
metatheoretical framework for the science and practice of clinical psychology.
Journal of Clinical Psychology, 57(9), 1067-1088. These images are used to diagnose
brain disease and injury, but they also allow researchers to view information
processing as it occurs in the brain, because the processing causes the involved area
of the brain to increase metabolism and show up on the scan. We have already
discussed the use of one neuroimaging technique, functional magnetic resonance
imaging (fMRI), in the research focus earlier in this section, and we will discuss the
use of neuroimaging techniques in many areas of psychology in the chapters to
follow.

Social-Cultural Psychology

A final school, which takes a higher level of analysis and which has had substantial
impact on psychology, can be broadly referred to as the social-cultural approach. The
field of social-cultural psychology'” is the study of how the social situations and the
cultures in which people find themselves influence thinking and behavior. Social-cultural
psychologists are particularly concerned with how people perceive themselves and
others, and how people influence each other’s behavior. For instance, social
psychologists have found that we are attracted to others who are similar to us in
terms of attitudes and interests (Byrne, 1969),Byrne, D. (1969). Attitudes and
attraction. In L. Berkowitz (Ed.), Advances in experimental social psychology (Vol. 4, pp.
35-89). New York, NY: Academic Press. that we develop our own beliefs and
attitudes by comparing our opinions to those of others (Festinger, 1954),Festinger,
L. (1954). A theory of social comparison processes. Human Relations, 7, 117-140. and
that we frequently change our beliefs and behaviors to be similar to those of the
people we care about—a process known as conformity.

An important aspect of social-cultural psychology are social norms'®*—the ways of
thinking, feeling, or behaving that are shared by group members and perceived by them as
appropriate (Asch, 1952; Cialdini, 1993).Asch, S. E. (1952). Social psychology. Englewood
Cliffs, NJ: Prentice Hall; Cialdini, R. B. (1993). Influence: Science and practice (3rd ed.).
New York, NY: Harper Collins College. Norms include customs, traditions,
standards, and rules, as well as the general values of the group. Many of the most
important social norms are determined by the culture in which we live, and these
cultures are studied by cross-cultural psychologists. A culture'® represents the common
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set of social norms, including religious and family values and other moral beliefs, shared by
the people who live in a geographical region (Fiske, Kitayama, Markus, & Nisbett, 1998;
Markus, Kitayama, & Heiman, 1996; Matsumoto, 2001).Fiske, A., Kitayama, S.,
Markus, H., & Nisbett, R. (1998). The cultural matrix of social psychology. In D.
Gilbert, S. Fiske, & G. Lindzey (Eds.), The handbook of social psychology (4th ed., pp.
915-981). New York, NY: McGraw-Hill; Markus, H. R., Kitayama, S., & Heiman, R. J.
(1996). Culture and “basic” psychological principles. In E. T. Higgins & A. W.
Kruglanski (Eds.), Social psychology: Handbook of basic principles (pp. 857-913). New
York, NY: Guilford Press; Matsumoto, D. (Ed.). (2001). The handbook of culture and
psychology. New York, NY: Oxford University Press. Cultures influence every aspect
of our lives, and it is not inappropriate to say that our culture defines our lives just
as much as does our evolutionary experience (Mesoudi, 2009).Mesoudi, A. (2009).
How cultural evolutionary theory can inform social psychology and vice versa.
Psychological Review, 116(4), 929-952.

Psychologists have found that there is a fundamental difference in social norms
between Western cultures (including those in the United States, Canada, Western
Europe, Australia, and New Zealand) and East Asian cultures (including those in
China, Japan, Taiwan, Korea, India, and Southeast Asia). Norms in Western cultures
are primarily oriented toward individualism, which is about valuing the self and
one’s independence from others. Children in Western cultures are taught to develop
and to value a sense of their personal self, and to see themselves in large part as
separate from the other people around them. Children in Western cultures feel
special about themselves; they enjoy getting gold stars on their projects and the
best grade in the class. Adults in Western cultures are oriented toward promoting
their own individual success, frequently in comparison to (or even at the expense
of) others.

Norms in the East Asian culture, on the other hand, are oriented toward
interdependence or collectivism. In these cultures children are taught to focus on
developing harmonious social relationships with others. The predominant norms
relate to group togetherness and connectedness, and duty and responsibility to
one’s family and other groups. When asked to describe themselves, the members of
East Asian cultures are more likely than those from Western cultures to indicate
that they are particularly concerned about the interests of others, including their
close friends and their colleagues.
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Another important cultural difference is the extent to
which people in different cultures are bound by social
norms and customs, rather than being free to express
their own individuality without considering social
norms (Chan, Gelfand, Triandis, & Tzeng, 1996).Chan, D.
K. S., Gelfand, M. J., Triandis, H. C., & Tzeng, 0. (1996).
Tightness-looseness revisited: Some preliminary
analyses in Japan and the United States. International

i . In Western cultures social norms
Journal of Psychology, 31, 1-12. Cultures also differ in promote a focus on the self
terms of personal space, such as how closely individuals  (individualism), whereas in
stand to each other when talking, as well as the Eastern cultures the focus is

communication styles they employ. more on families and social
groups (collectivism).

Figure 1.13

It is important to be aware of cultures and cultural © Thinkstock

differences because people with different cultural

backgrounds increasingly come into contact with each

other as a result of increased travel and immigration

and the development of the Internet and other forms of

communication. In the United States, for instance, there are many different ethnic
groups, and the proportion of the population that comes from minority (non-White)
groups is increasing from year to year. The social-cultural approach to
understanding behavior reminds us again of the difficulty of making broad
generalizations about human nature. Different people experience things differently,
and they experience them differently in different cultures.

The Many Disciplines of Psychology

Psychology is not one discipline but rather a collection of many subdisciplines that
all share at least some common approaches and that work together and exchange
knowledge to form a coherent discipline (Yang & Chiu, 2009).Yang, Y.-J., & Chiu, C.-
Y. (2009). Mapping the structure and dynamics of psychological knowledge: Forty
years of APA journal citations (1970-2009). Review of General Psychology, 13(4),
349-356. Because the field of psychology is so broad, students may wonder which
areas are most suitable for their interests and which types of careers might be
available to them. Table 1.3 "Some Career Paths in Psychology" will help you
consider the answers to these questions. You can learn more about these different
fields of psychology and the careers associated with them at http://www.apa.org/
careers/psyccareers/.
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Table 1.3 Some Career Paths in Psychology

Biopsychology
and
neuroscience

This field examines the
physiological bases of
behavior in animals and
humans by studying the
functioning of different
brain areas and the
effects of hormones and
neurotransmitters on
behavior.

Most biopsychologists work in research
settings—for instance, at universities, for the

federal government, and in private research
labs.

Clinical and
counseling

psychology

These are the largest
fields of psychology. The
focus is on the
assessment, diagnosis,
causes, and treatment of
mental disorders.

Clinical and counseling psychologists provide
therapy to patients with the goal of improving
their life experiences. They work in hospitals,
schools, social agencies, and in private
practice. Because the demand for this career is
high, entry to academic programs is highly
competitive.

Cognitive
psychology

This field uses
sophisticated research
methods, including
reaction time and brain
imaging to study
memory, language, and
thinking of humans.

Cognitive psychologists work primarily in
research settings, although some (such as
those who specialize in human-computer
interactions) consult for businesses.

Developmental
psychology

These psychologists
conduct research on the
cognitive, emotional, and
social changes that occur
across the lifespan.

Many work in research settings, although
others work in schools and community
agencies to help improve and evaluate the
effectiveness of intervention programs such as
Head Start.

Forensic
psychology

Forensic psychologists
apply psychological
principles to understand
the behavior of judges,
attorneys, courtroom
juries, and others in the
criminal justice system.

Forensic psychologists work in the criminal
justice system. They may testify in court and
may provide information about the reliability
of eyewitness testimony and jury selection.

Health
psychology

Health psychologists are
concerned with
understanding how
biology, behavior, and
the social situation

Health psychologists work with medical
professionals in clinical settings to promote
better health, conduct research, and teach at
universities.
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influence health and
illness.

Industrial-organizational

There are a wide variety of career
opportunities in these fields, generally

Industrial- psychology applies working in businesses. These psychologists
organizational | psychology to the help select employees, evaluate employee
and workplace with the goal | performance, and examine the effects of
environmental | of improving the different working conditions on behavior.
psychology performance and well- They may also work to design equipment and
being of employees. environments that improve employee
performance and reduce accidents.
These psychologists
st'udy people and the Most work in academic settings, but the skills
differences among them. . ) .
. of personality psychologists are also in
. The goal is to develop . ) . .
Personality ) . demand in business—for instance, in
theories that explain the . ] ,
psychology . advertising and marketing. PhD programs in
psychological processes ersonality psychology are often connected
of individuals, and to ; ith pro r);ilsy in soci}l,l sycholo
focus on individual With prog psy 34
differences.
School psychologists work in elementary and
This field studies how secondary schools or school district offices
School and people learn in school, with students, teachers, parents, and
educational the effectiveness of administrators. They may assess children’s
psychology school programs, and the | psychological and learning problems and
psychology of teaching. | develop programs to minimize the impact of
these problems.
This field examines
people’s interactions
. with other people. Topics . . . .
Social and ) Many social psychologists work in marketing,
of study include . o .
cross-cultural . advertising, organizational, systems design,
psychology conformity, group and other applied psychology fields
behavior, leadership, ’
attitudes, and person
perception.
This field studies the
psychological aspects of
havior. Th 1
.sports behavior. The goa Sports psychologists work in gyms, schools,
Sports is to understand the )
. professional sports teams, and other areas
psychology psychological factors

that influence
performance in sports,
including the role of

where sports are practiced.
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exercise and team
interactions.
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Psychology in Everyday Life: How to Effectively Learn
and Remember

One way that the findings of psychological research may be particularly helpful
to you is in terms of improving your learning and study skills. Psychological
research has provided a substantial amount of knowledge about the principles
of learning and memory. This information can help you do better in this and
other courses, and can also help you better learn new concepts and techniques
in other areas of your life.

The most important thing you can learn in college is how to better study, learn,
and remember. These skills will help you throughout your life, as you learn new
jobs and take on other responsibilities. There are substantial individual
differences in learning and memory, such that some people learn faster than
others. But even if it takes you longer to learn than you think it should, the
extra time you put into studying is well worth the effort. And you can learn to
learn—learning to effectively study and to remember information is just like
learning any other skill, such as playing a sport or a video game.

To learn well, you need to be ready to learn. You cannot learn well when you
are tired, when you are under stress, or if you are abusing alcohol or drugs. Try
to keep a consistent routine of sleeping and eating. Eat moderately and
nutritiously, and avoid drugs that can impair memory, particularly alcohol.
There is no evidence that stimulants such as caffeine, amphetamines, or any of
the many “memory enhancing drugs” on the market will help you learn (Gold,
Cahill, & Wenk, 2002; McDaniel, Maier, & Einstein, 2002).Gold, P. E., Cahill, L., &
Wenk, G. L. (2002). Ginkgo biloba: A cognitive enhancer? Psychological Science in
the Public Interest, 3(1), 2-11; McDaniel, M. A., Maier, S. F., & Einstein, G. O.
(2002). “Brain-specific” nutrients: A memory cure? Psychological Science in the
Public Interest, 3(1), 12-38. Memory supplements are usually no more effective
than drinking a can of sugared soda, which also releases glucose and thus
improves memory slightly.

Psychologists have studied the ways that best allow people to acquire new
information, to retain it over time, and to retrieve information that has been
stored in our memories. One important finding is that learning is an active
process. To acquire information most effectively, we must actively manipulate
it. One active approach is rehearsal—repeating the information that is to be
learned over and over again. Although simple repetition does help us learn,
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psychological research has found that we acquire information most effectively
when we actively think about or elaborate on its meaning and relate the
material to something else.

When you study, try to elaborate by connecting the information to other things
that you already know. If you want to remember the different schools of
psychology, for instance, try to think about how each of the approaches is
different from the others. As you make the comparisons among the approaches,
determine what is most important about each one and then relate it to the
features of the other approaches. In an important study showing the
effectiveness of elaborative encoding, Rogers, Kuiper, and Kirker (1977)Rogers,
T. B., Kuiper, N. A., & Kirker, W. S. (1977). Self-reference and the encoding of
personal information. Journal of Personality & Social Psychology, 35(9), 677-688.
found that students learned information best when they related it to aspects of
themselves (a phenomenon known as the self-reference effect). This research
suggests that imagining how the material relates to your own interests and
goals will help you learn it.

An approach known as the method of loci involves linking each of the pieces of
information that you need to remember to places that you are familiar with.
You might think about the house that you grew up in and the rooms in it. Then
you could put the behaviorists in the bedroom, the structuralists in the living
room, and the functionalists in the kitchen. Then when you need to remember
the information, you retrieve the mental image of your house and should be
able to “see” each of the people in each of the areas.

One of the most fundamental principles of learning is known as the spacing
effect. Both humans and animals more easily remember or learn material when
they study the material in several shorter study periods over a longer period of
time, rather than studying it just once for a long period of time. Cramming for
an exam is a particularly ineffective way to learn.

Psychologists have also found that performance is improved when people set
difficult yet realistic goals for themselves (Locke & Latham, 2006).Locke, E. A., &
Latham, G. P. (2006). New directions in goal-setting theory. Current Directions in
Psychological Science, 15(5), 265-268 You can use this knowledge to help you
learn. Set realistic goals for the time you are going to spend studying and what
you are going to learn, and try to stick to those goals. Do a small amount every
day, and by the end of the week you will have accomplished a lot.
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Our ability to adequately assess our own knowledge is known as metacognition.
Research suggests that our metacognition may make us overconfident, leading
us to believe that we have learned material even when we have not. To
counteract this problem, don’t just go over your notes again and again. Instead,
make a list of questions and then see if you can answer them. Study the
information again and then test yourself again after a few minutes. If you made
any mistakes, study again. Then wait for a half hour and test yourself again.
Then test again after 1 day and after 2 days. Testing yourself by attempting to
retrieve information in an active manner is better than simply studying the
material because it will help you determine if you really know it.

In summary, everyone can learn to learn better. Learning is an important skill,
and following the previously mentioned guidelines will likely help you learn
better.

KEY TAKEAWAYS

« The first psychologists were philosophers, but the field became more
empirical and objective as more sophisticated scientific approaches
were developed and employed.

+ Some basic questions asked by psychologists include those about nature
versus nurture, free will versus determinism, accuracy versus
inaccuracy, and conscious versus unconscious processing.

¢ The structuralists attempted to analyze the nature of consciousness
using introspection.

+ The functionalists based their ideas on the work of Darwin, and their
approaches led to the field of evolutionary psychology.

+ The behaviorists explained behavior in terms of stimulus, response, and
reinforcement, while denying the presence of free will.

+ Cognitive psychologists study how people perceive, process, and
remember information.

« Psychodynamic psychology focuses on unconscious drives and the
potential to improve lives through psychoanalysis and psychotherapy.

« The social-cultural approach focuses on the social situation, including
how cultures and social norms influence our behavior.
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EXERCISES AND CRITICAL THINKING

1. What type of questions can psychologists answer that philosophers
might not be able to answer as completely or as accurately? Explain why
you think psychologists can answer these questions better than
philosophers can.

2. Choose one of the major questions of psychology and provide some
evidence from your own experience that supports one side or the other.

3. Choose two of the fields of psychology discussed in this section and
explain how they differ in their approaches to understanding behavior
and the level of explanation at which they are focused.

1.2 The Evolution of Psychology: History, Approaches, and Questions 47



Chapter 1 Introducing Psychology

1.3 Chapter Summary

Psychology is the scientific study of mind and behavior. Most psychologists work in
research laboratories, hospitals, and other field settings where they study the
behavior of humans and animals. Some psychologists are researchers and others
are practitioners, but all psychologists use scientific methods to inform their work.

Although it is easy to think that everyday situations have commonsense answers,
scientific studies have found that people are not always as good at predicting
outcomes as they often think they are. The hindsight bias leads us to think that we
could have predicted events that we could not actually have predicted.

Employing the scientific method allows psychologists to objectively and
systematically understand human behavior.

Psychologists study behavior at different levels of explanation, ranging from lower
biological levels to higher social and cultural levels. The same behaviors can be
studied and explained within psychology at different levels of explanation.

The first psychologists were philosophers, but the field became more objective as
more sophisticated scientific approaches were developed and employed. Some of
the most important historical schools of psychology include structuralism,
functionalism, behaviorism, and psychodynamic psychology. Cognitive psychology,
evolutionary psychology, and social-cultural psychology are some important
contemporary approaches.

Some of the basic questions asked by psychologists, both historically and currently,
include those about the relative roles of nature versus nurture in behavior, free will
versus determinism, accuracy versus inaccuracy, and conscious versus unconscious
processing.

Psychological phenomena are complex, and making predictions about them is
difficult because they are multiply determined at different levels of explanation.
Research has found that people are frequently unaware of the causes of their own
behaviors.

There are a variety of available career choices within psychology that provide
employment in many different areas of interest.
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1. Research that answers
fundamental questions about
behavior.

2. Research that investigates
issues that have implications
for everyday life and provides
solutions to everyday
problems.

Chapter 2

Psychological Science

Psychologists study the behavior of both humans and animals, and the main
purpose of this research is to help us understand people and to improve the quality
of human lives. The results of psychological research are relevant to problems such
as learning and memory, homelessness, psychological disorders, family instability,
and aggressive behavior and violence. Psychological research is used in a range of
important areas, from public policy to driver safety. It guides court rulings with
respect to racism and sexism (Brown v. Board of Education, 1954; Fiske, Bersoff,
Borgida, Deaux, & Heilman, 1991),Brown v. Board of Education, 347 U.S. 483 (1954);
Fiske, S. T., Bersoff, D. N., Borgida, E., Deaux, K., & Heilman, M. E. (1991). Social
science research on trial: Use of sex stereotyping research in Price Waterhouse v.
Hopkins. American Psychologist, 46(10), 1049-1060. as well as court procedure, in the
use of lie detectors during criminal trials, for example (Saxe, Dougherty, & Cross,
1985).Saxe, L., Dougherty, D., & Cross, T. (1985). The validity of polygraph testing:
Scientific analysis and public controversy. American Psychologist, 40, 355-366.
Psychological research helps us understand how driver behavior affects safety
(Fajen & Warren, 2003),Fajen, B. R., & Warren, W. H. (2003). Behavioral dynamics of
steering, obstacle avoidance, and route selection. Journal of Experimental Psychology:
Human Perception and Performance, 29(2), 343-362. which methods of educating
children are most effective (Alexander & Winne, 2006; Woolfolk-Hoy,
2005),Alexander, P. A., & Winne, P. H. (Eds.). (2006). Handbook of educational
psychology (2nd ed.). Mahwah, NJ: Lawrence Erlbaum Associates; Woolfolk-Hoy, A. E.
(2005). Educational psychology (9th ed.). Boston, MA: Allyn & Bacon. how to best
detect deception (DePaulo et al., 2003),DePaulo, B. M., Lindsay, J. J., Malone, B. E.,
Muhlenbruck, L., Charlton, K., & Cooper, H. (2003). Cues to deception. Psychological
Bulletin, 129(1), 74-118. and the causes of terrorism (Borum, 2004).Borum, R. (2004).
Psychology of terrorism. Tampa: University of South Florida.

Some psychological research is basic research. Basic research’ is research that
answers fundamental questions about behavior. For instance, biopsychologists study
how nerves conduct impulses from the receptors in the skin to the brain, and
cognitive psychologists investigate how different types of studying influence
memory for pictures and words. There is no particular reason to examine such
things except to acquire a better knowledge of how these processes occur. Applied
research? is research that investigates issues that have implications for everyday life and
provides solutions to everyday problems. Applied research has been conducted to study,
among many other things, the most effective methods for reducing depression, the
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types of advertising campaigns that serve to reduce drug and alcohol abuse, the key
predictors of managerial success in business, and the indicators of effective
government programs, such as Head Start.

Basic research and applied research inform each other, and advances in science
occur more rapidly when each type of research is conducted (Lewin, 1999).Lewin, K.
(1999). The complete social scientist: A Kurt Lewin reader (M. Gold, Ed.). Washington, DC:
American Psychological Association. For instance, although research concerning
the role of practice on memory for lists of words is basic in orientation, the results
could potentially be applied to help children learn to read. Correspondingly,
psychologist-practitioners who wish to reduce the spread of AIDS or to promote
volunteering frequently base their programs on the results of basic research. This
basic AIDS or volunteering research is then applied to help change people’s
attitudes and behaviors.

The results of psychological research are reported primarily in research articles
published in scientific journals, and your instructor may require you to read some
of these. The research reported in scientific journals has been evaluated, critiqued,
and improved by scientists in the field through the process of peer review. In this
book there are many citations to original research articles, and I encourage you to
read those reports when you find a topic interesting. Most of these papers are
readily available online through your college or university library. It is only by
reading the original reports that you will really see how the research process works.
Some of the most important journals in psychology are provided here for your
information.
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Psychological Journals

The following is a list of some of the most important journals in various
subdisciplines of psychology. The research articles in these journals are likely
to be available in your college library. You should try to read the primary
source material in these journals when you can.

General Psychology

* American Journal of Psychology
¢ American Psychologist

* Behavioral and Brain Sciences

¢ Psychological Bulletin

* Psychological Methods

* Psychological Review

¢ Psychological Science

Biopsychology and Neuroscience

* Behavioral Neuroscience
« Journal of Comparative Psychology
« Psychophysiology

Clinical and Counseling Psychology

« Journal of Abnormal Psychology
« Journal of Consulting and Clinical Psychology
« Journal of Counseling Psychology

Cognitive Psychology

 Cognition

« Cognitive Psychology

« Journal of Experimental Psychology
« Journal of Memory and Language

¢ Perception & Psychophysics
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Cross-Cultural, Personality, and Social Psychology

Journal of Cross-Cultural Psychology
Journal of Experimental Social Psychology
Journal of Personality

« Journal of Personality and Social Psychology
* Personality and Social Psychology Bulletin

Developmental Psychology

¢ Child Development
¢ Developmental Psychology

Educational and School Psychology

¢ Educational Psychologist
« Journal of Educational Psychology
¢ Review of Educational Research

Environmental, Industrial, and Organizational Psychology

Journal of Applied Psychology

¢ Organizational Behavior and Human Decision Processes
* Organizational Psychology

¢ Organizational Research Methods

* Personnel Psychology

In this chapter you will learn how psychologists develop and test their research
ideas; how they measure the thoughts, feelings, and behavior of individuals; and
how they analyze and interpret the data they collect. To really understand
psychology, you must also understand how and why the research you are reading
about was conducted and what the collected data mean. Learning about the
principles and practices of psychological research will allow you to critically read,
interpret, and evaluate research.

In addition to helping you learn the material in this course, the ability to interpret
and conduct research is also useful in many of the careers that you might choose.
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For instance, advertising and marketing researchers study how to make advertising
more effective, health and medical researchers study the impact of behaviors such
as drug use and smoking on illness, and computer scientists study how people
interact with computers. Furthermore, even if you are not planning a career as a
researcher, jobs in almost any area of social, medical, or mental health science
require that a worker be informed about psychological research.
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2.1 Psychologists Use the Scientific Method to Guide Their Research

3. Based on systematic collection
and analysis of data.

4, The set of assumptions, rules,
and procedures scientists use
to conduct research.

5. Free from the personal bias or
emotions of the scientist.

LEARNING OBJECTIVES

1. Describe the principles of the scientific method and explain its
importance in conducting and interpreting research.

2. Differentiate laws from theories and explain how research hypotheses
are developed and tested.

3. Discuss the procedures that researchers use to ensure that their
research with humans and with animals is ethical.

Psychologists aren’t the only people who seek to understand human behavior and
solve social problems. Philosophers, religious leaders, and politicians, among
others, also strive to provide explanations for human behavior. But psychologists
believe that research is the best tool for understanding human beings and their
relationships with others. Rather than accepting the claim of a philosopher that
people do (or do not) have free will, a psychologist would collect data to empirically
test whether or not people are able to actively control their own behavior. Rather
than accepting a politician’s contention that creating (or abandoning) a new center
for mental health will improve the lives of individuals in the inner city, a
psychologist would empirically assess the effects of receiving mental health
treatment on the quality of life of the recipients. The statements made by
psychologists are empirical’, which means they are based on systematic collection and
analysis of data.

The Scientific Method

All scientists (whether they are physicists, chemists, biologists, sociologists, or
psychologists) are engaged in the basic processes of collecting data and drawing
conclusions about those data. The methods used by scientists have developed over
many years and provide a common framework for developing, organizing, and
sharing information. The scientific method® is the set of assumptions, rules, and
procedures scientists use to conduct research.

In addition to requiring that science be empirical, the scientific method demands
that the procedures used be objective’, or free from the personal bias or emotions of the
scientist. The scientific method proscribes how scientists collect and analyze data,
how they draw conclusions from data, and how they share data with others. These
rules increase objectivity by placing data under the scrutiny of other scientists and
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6. Principles that are so general
as to apply to all situations in a
given domain of inquiry.

7. An integrated set of principles
that explains and predicts
many, but not all, observed
relationships within a given
domain of inquiry.

even the public at large. Because data are reported objectively, other scientists
know exactly how the scientist collected and analyzed the data. This means that
they do not have to rely only on the scientist’s own interpretation of the data; they
may draw their own, potentially different, conclusions.

Most new research is designed to replicate—that is, to repeat, add to, or
modify—previous research findings. The scientific method therefore results in an
accumulation of scientific knowledge through the reporting of research and the
addition to and modifications of these reported findings by other scientists.

Laws and Theories as Organizing Principles

One goal of research is to organize information into meaningful statements that can
be applied in many situations. Principles that are so general as to apply to all situations in
a given domain of inquiry are known as laws®. There are well-known laws in the
physical sciences, such as the law of gravity and the laws of thermodynamics, and
there are some universally accepted laws in psychology, such as the law of effect
and Weber’s law. But because laws are very general principles and their validity has
already been well established, they are themselves rarely directly subjected to
scientific test.

The next step down from laws in the hierarchy of organizing principles is theory. A
theory’ is an integrated set of principles that explains and predicts many, but not all,
observed relationships within a given domain of inquiry. One example of an important
theory in psychology is the stage theory of cognitive development proposed by the
Swiss psychologist Jean Piaget. The theory states that children pass through a series
of cognitive stages as they grow, each of which must be mastered in succession
before movement to the next cognitive stage can occur. This is an extremely useful
theory in human development because it can be applied to many different content
areas and can be tested in many different ways.

Good theories have four important characteristics. First, good theories are general,
meaning they summarize many different outcomes. Second, they are parsimonious,
meaning they provide the simplest possible account of those outcomes. The stage
theory of cognitive development meets both of these requirements. It can account
for developmental changes in behavior across a wide variety of domains, and yet it
does so parsimoniously—by hypothesizing a simple set of cognitive stages. Third,
good theories provide ideas for future research. The stage theory of cognitive
development has been applied not only to learning about cognitive skills, but also
to the study of children’s moral (Kohlberg, 1966)Kohlberg, L. (1966). A cognitive-
developmental analysis of children’s sex-role concepts and attitudes. In E. E.
Maccoby (Ed.), The development of sex differences. Stanford, CA: Stanford University
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8.

10.

11.

A characteristic of a theory or
research hypothesis in which
the variables of interest can be
adequately measured and the
predicted relationships among
the variables can be shown
through research to be
incorrect.

. A specific and falsifiable

prediction about the
relationship between or among
two or more variables.

Any attribute that can assume
different values among
different people or across
different times or places.

Abstract ideas that form the
basis of research hypotheses.

Press. and gender (Ruble & Martin, 1998)Ruble, D., & Martin, C. (1998). Gender
development. In W. Damon (Ed.), Handbook of child psychology (5th ed., pp. 933-1016).
New York, NY: John Wiley & Sons. development.

Finally, good theories are falsifiable® (Popper, 1959),Popper, K. R. (1959). The logic of
scientific discovery. New York, NY: Basic Books. which means the variables of interest
can be adequately measured and the relationships between the variables that are predicted
by the theory can be shown through research to be incorrect. The stage theory of
cognitive development is falsifiable because the stages of cognitive reasoning can be
measured and because if research discovers, for instance, that children learn new
tasks before they have reached the cognitive stage hypothesized to be required for
that task, then the theory will be shown to be incorrect.

No single theory is able to account for all behavior in all cases. Rather, theories are
each limited in that they make accurate predictions in some situations or for some
people but not in other situations or for other people. As a result, there is a
constant exchange between theory and data: Existing theories are modified on the
basis of collected data, and the new modified theories then make new predictions
that are tested by new data, and so forth. When a better theory is found, it will
replace the old one. This is part of the accumulation of scientific knowledge.

The Research Hypothesis

Theories are usually framed too broadly to be tested in a single experiment.
Therefore, scientists use a more precise statement of the presumed relationship
among specific parts of a theory—a research hypothesis—as the basis for their
research. A research hypothesis’ is a specific and falsifiable prediction about the
relationship between or among two or more variables, where a variable'’ is any attribute
that can assume different values among different people or across different times or places.
The research hypothesis states the existence of a relationship between the variables
of interest and the specific direction of that relationship. For instance, the research
hypothesis “Using marijuana will reduce learning” predicts that there is a
relationship between a variable “using marijuana” and another variable called
“learning.” Similarly, in the research hypothesis “Participating in psychotherapy
will reduce anxiety,” the variables that are expected to be related are “participating
in psychotherapy” and “level of anxiety.”

When stated in an abstract manner, the ideas that form the basis of a research
hypothesis are known as conceptual variables. Conceptual variables'' are abstract
ideas that form the basis of research hypotheses. Sometimes the conceptual variables
are rather simple—for instance, “age,” “gender,” or “weight.” In other cases the
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12. Variables consisting of
numbers that represent the
conceptual variables.

13. A precise statement of how a
conceptual variable is turned
into a measured variable.

M7«

conceptual variables represent more complex ideas, such as “anxiety,
development,” “learning,” self-esteem,” or “sexism.”

cognitive

The first step in testing a research hypothesis involves turning the conceptual
variables into measured variables'?, which are variables consisting of numbers that
represent the conceptual variables. For instance, the conceptual variable “participating
in psychotherapy” could be represented as the measured variable “number of
psychotherapy hours the patient has accrued” and the conceptual variable “using
marijuana” could be assessed by having the research participants rate, on a scale
from 1 to 10, how often they use marijuana or by administering a blood test that
measures the presence of the chemicals in marijuana.

Psychologists use the term operational definition" to refer to a precise statement of
how a conceptual variable is turned into a measured variable. The relationship between
conceptual and measured variables in a research hypothesis is diagrammed in
Figure 2.1 "Diagram of a Research Hypothesis". The conceptual variables are
represented within circles at the top of the figure, and the measured variables are
represented within squares at the bottom. The two vertical arrows, which lead from
the conceptual variables to the measured variables, represent the operational
definitions of the two variables. The arrows indicate the expectation that changes
in the conceptual variables (psychotherapy and anxiety in this example) will cause
changes in the corresponding measured variables. The measured variables are then
used to draw inferences about the conceptual variables.
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Figure 2.1 Diagram of a Research Hypothesis

Psychotherapy

Number of hours
the patient has
spent in
psychotherapy

Anxiety concerns
as reported by
the patient

In this research hypothesis, the conceptual variable of attending psychotherapy is operationalized using the number
of hours of psychotherapy the client has completed, and the conceptual variable of anxiety is operationalized using
self-reported levels of anxiety. The research hypothesis is that more psychotherapy will be related to less reported
anxiety.

Table 2.1 "Examples of the Operational Definitions of Conceptual Variables That
Have Been Used in Psychological Research" lists some potential operational

definitions of conceptual variables that have been used in psychological research.
As you read through this list, note that in contrast to the abstract conceptual
variables, the measured variables are very specific. This specificity is important for
two reasons. First, more specific definitions mean that there is less danger that the
collected data will be misunderstood by others. Second, specific definitions will
enable future researchers to replicate the research.

2.1 Psychologists Use the Scientific Method to Guide Their Research 58



Chapter 2 Psychological Science

Table 2.1 Examples of the Operational Definitions of Conceptual Variables That
Have Been Used in Psychological Research

Conceptual
variable

Operational definitions

Aggression

Number of presses of a button that administers shock
to another student

Number of seconds taken to honk the horn at the car
ahead after a stoplight turns green

Interpersonal
attraction

Number of inches that an individual places his or her
chair away from another person

Number of millimeters of pupil dilation when one
person looks at another

Employee
satisfaction

Number of days per month an employee shows up to
work on time

Rating of job satisfaction from 1 (not at all satisfied) to
9 (extremely satisfied)

Decision-
making skills

Number of groups able to correctly solve a group
performance task

Number of seconds in which a person solves a
problem

Depression

Number of negative words used in a creative story
Number of appointments made with a
psychotherapist

Conducting Ethical Research

One of the questions that all scientists must address concerns the ethics of their
research. Physicists are concerned about the potentially harmful outcomes of their
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experiments with nuclear materials. Biologists worry about the potential outcomes
of creating genetically engineered human babies. Medical researchers agonize over
the ethics of withholding potentially beneficial drugs from control groups in
clinical trials. Likewise, psychologists are continually considering the ethics of their
research.

Research in psychology may cause some stress, harm, or inconvenience for the
people who participate in that research. For instance, researchers may require
introductory psychology students to participate in research projects and then
deceive these students, at least temporarily, about the nature of the research.
Psychologists may induce stress, anxiety, or negative moods in their participants,
expose them to weak electrical shocks, or convince them to behave in ways that
violate their moral standards. And researchers may sometimes use animals in their
research, potentially harming them in the process.

Decisions about whether research is ethical are made using established ethical
codes developed by scientific organizations, such as the American Psychological
Association, and federal governments. In the United States, the Department of
Health and Human Services provides the guidelines for ethical standards in
research. Some research, such as the research conducted by the Nazis on prisoners
during World War 11, is perceived as immoral by almost everyone. Other
procedures, such as the use of animals in research testing the effectiveness of
drugs, are more controversial.

Scientific research has provided information that has improved the lives of many
people. Therefore, it is unreasonable to argue that because scientific research has
costs, no research should be conducted. This argument fails to consider the fact
that there are significant costs to not doing research and that these costs may be
greater than the potential costs of conducting the research (Rosenthal,
1994).Rosenthal, R. (1994). Science and ethics in conducting, analyzing, and
reporting psychological research. Psychological Science, 5, 127-134. In each case,
before beginning to conduct the research, scientists have attempted to determine
the potential risks and benefits of the research and have come to the conclusion
that the potential benefits of conducting the research outweigh the potential costs
to the research participants.
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Characteristics of an Ethical Research Project Using
Human Participants

Trust and positive rapport are created between the researcher and
the participant.

The rights of both the experimenter and participant are
considered, and the relationship between them is mutually
beneficial.

The experimenter treats the participant with concern and respect
and attempts to make the research experience a pleasant and
informative one.

Before the research begins, the participant is given all information
relevant to his or her decision to participate, including any
possibilities of physical danger or psychological stress.

The participant is given a chance to have questions about the
procedure answered, thus guaranteeing his or her free choice
about participating.

After the experiment is over, any deception that has been used is
made public, and the necessity for it is explained.

The experimenter carefully debriefs the participant, explaining
the underlying research hypothesis and the purpose of the
experimental procedure in detail and answering any questions.
The experimenter provides information about how he or she can
be contacted and offers to provide information about the results of
the research if the participant is interested in receiving it.
(Stangor, 2011)Stangor, C. (2011). Research methods for the behavioral
sciences (4th ed.). Mountain View, CA: Cengage.

This list presents some of the most important factors that psychologists take into

consideration when designing their research. The most direct ethical concern of the

scientist is to prevent harm to the research participants. One example is the well-

known research of Stanley Milgram (1974)Milgram, S. (1974). Obedience to authority:

An experimental view. New York, NY: Harper and Row. investigating obedience to
authority. In these studies, participants were induced by an experimenter to
administer electric shocks to another person so that Milgram could study the
extent to which they would obey the demands of an authority figure. Most
participants evidenced high levels of stress resulting from the psychological

conflict they experienced between engaging in aggressive and dangerous behavior

and following the instructions of the experimenter. Studies such as those by
Milgram are no longer conducted because the scientific community is now much
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14. A situation that occurs
whenever research
participants are not completely
and fully informed about the
nature of the research project
before participating in it.

more sensitized to the potential of such procedures to create emotional discomfort
or harm.

Another goal of ethical research is to guarantee that participants have free choice
regarding whether they wish to participate in research. Students in psychology
classes may be allowed, or even required, to participate in research, but they are
also always given an option to choose a different study to be in, or to perform other
activities instead. And once an experiment begins, the research participant is
always free to leave the experiment if he or she wishes to. Concerns with free
choice also occur in institutional settings, such as in schools, hospitals,
corporations, and prisons, when individuals are required by the institutions to take
certain tests, or when employees are told or asked to participate in research.

Researchers must also protect the privacy of the research participants. In some
cases data can be kept anonymous by not having the respondents put any
identifying information on their questionnaires. In other cases the data cannot be
anonymous because the researcher needs to keep track of which respondent
contributed the data. In this case one technique is to have each participant use a
unique code number to identify his or her data, such as the last four digits of the
student ID number. In this way the researcher can keep track of which person
completed which questionnaire, but no one will be able to connect the data with the
individual who contributed them.

Perhaps the most widespread ethical concern to the participants in behavioral
research is the extent to which researchers employ deception. Deception'* occurs
whenever research participants are not completely and fully informed about the nature of
the research project before participating in it. Deception may occur in an active way,
such as when the researcher tells the participants that he or she is studying
learning when in fact the experiment really concerns obedience to authority. In
other cases the deception is more passive, such as when participants are not told
about the hypothesis being studied or the potential use of the data being collected.

Some researchers have argued that no deception should ever be used in any
research (Baumrind, 1985).Baumrind, D. (1985). Research using intentional
deception: Ethical issues revisited. American Psychologist, 40, 165-174. They argue
that participants should always be told the complete truth about the nature of the
research they are in, and that when participants are deceived there will be negative
consequences, such as the possibility that participants may arrive at other studies
already expecting to be deceived. Other psychologists defend the use of deception
on the grounds that it is needed to get participants to act naturally and to enable
the study of psychological phenomena that might not otherwise get investigated.
They argue that it would be impossible to study topics such as altruism, aggression,
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15. A committee of at least five
members whose goal it is to
determine cost-benefit ratio of
research conducted within an
institution.

16. A procedure, conducted before
a participant begins a research
session, designed to explain the
research procedures and
inform the participant of his or
her rights during the
investigation.

obedience, and stereotyping without using deception because if participants were
informed ahead of time what the study involved, this knowledge would certainly
change their behavior. The codes of ethics of the American Psychological
Association and other organizations allow researchers to use deception, but these
codes also require them to explicitly consider how their research might be
conducted without the use of deception.

Ensuring That Research Is Ethical

Making decisions about the ethics of research involves weighing the costs and
benefits of conducting versus not conducting a given research project. The costs
involve potential harm to the research participants and to the field, whereas the
benefits include the potential for advancing knowledge about human behavior and
offering various advantages, some educational, to the individual participants. Most
generally, the ethics of a given research project are determined through a cost-
benefit analysis, in which the costs are compared to the benefits. If the potential
costs of the research appear to outweigh any potential benefits that might come
from it, then the research should not proceed.

Arriving at a cost-benefit ratio is not simple. For one thing, there is no way to know
ahead of time what the effects of a given procedure will be on every person or
animal who participates or what benefit to society the research is likely to produce.
In addition, what is ethical is defined by the current state of thinking within
society, and thus perceived costs and benefits change over time. The U.S.
Department of Health and Human Services regulations require that all universities
receiving funds from the department set up an Institutional Review Board (IRB) to
determine whether proposed research meets department regulations. The
Institutional Review Board (IRB)"” is a committee of at least five members whose goal
it is to determine the cost-benefit ratio of research conducted within an institution. The IRB
approves the procedures of all the research conducted at the institution before the
research can begin. The board may suggest modifications to the procedures, or (in
rare cases) it may inform the scientist that the research violates Department of
Health and Human Services guidelines and thus cannot be conducted at all.

One important tool for ensuring that research is ethical is the use of informed
consent. A sample informed consent form is shown in Figure 2.2 "Sample Consent
Form". Informed consent'®, conducted before a participant begins a research session, is
designed to explain the research procedures and inform the participant of his or her rights
during the investigation. The informed consent explains as much as possible about the
true nature of the study, particularly everything that might be expected to
influence willingness to participate, but it may in some cases withhold some
information that allows the study to work.
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17. A procedure designed to fully
explain the purposes and
procedures of the research and
remove any harmful
aftereffects of participation.

Figure 2.2 Sample Consent Form

Consent Form: Interactions

| state that | am 18 years of age or older and wish to participate in a program of
research being conducted by Dr. Charles Stangor at the University of Maryland, College
Park, Department of Psychology.

The purpose of the research is to study how individuals get to know each other. In the
remainder of the study | will be having a short conversation with another person. This
interaction will be videotaped. At the end of the interaction, | will be asked to complete

some questionnaires about how | felt during and what | remember about the interaction.

The entire experiment will take about 45 minutes.

| furthermore consent to allow the videotape that has been made of me and my partner
to be used in the research. | understand that the videotape will be used for research
purposes only, and no one else except the present experimenter and one other person
who will help code the tape will ever view it.

I understand that code numbers will be used to identify the videotapes and that all
written material that | contribute will be kept separate from the videos. As a result, it
will not be possible to connect my name to my videotape.

| understand that both my partner and | have the right to withdraw the tape from
the study at any point.

| understand that the experiment is not designed to help me personally but that the
researchers hope to learn more about interpersonal interactions.

I understand that | am free to ask questions or to withdraw from participation at any
time without penalty.

Dr. Charles Stangor
Department of Psychology
Room 3123

555-5921

Signature of participant

Date

The informed consent form explains the research procedures and informs the participant of his or her rights during

the investigation.

Source: Adapted from Stangor, C. (2011). Research methods for the behavioral sciences (4th ed.). Mountain View, CA:

Cengage.

Because participating in research has the potential for producing long-term
changes in the research participants, all participants should be fully debriefed

immediately after their participation. The debriefing'’ is a procedure designed to fully
explain the purposes and procedures of the research and remove any harmful aftereffects of

participation.

Research With Animals

Because animals make up an important part of the natural world, and because some

research cannot be conducted using humans, animals are also participants in
psychological research. Most psychological research using animals is now
conducted with rats, mice, and birds, and the use of other animals in research is
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declining (Thomas & Blackman, 1992).Thomas, G., & Blackman, D. (1992). The future
of animal studies in psychology. American Psychologist, 47, 1678. As with ethical
decisions involving human participants, a set of basic principles has been developed
that helps researchers make informed decisions about such research; a summary is

shown below.

APA Guidelines on Humane Care and Use of Animals in

Research

The following are some of the most important ethical principles from the
American Psychological Association’s guidelines on research with animals.

Psychologists acquire, care for, use, and dispose of animals in
compliance with current federal, state, and local laws and
regulations, and with professional standards.

Psychologists trained in research methods and experienced in the
care of laboratory animals supervise all procedures involving
animals and are responsible for ensuring appropriate
consideration of their comfort, health, and humane treatment.
Psychologists ensure that all individuals under their supervision
who are using animals have received instruction in research
methods and in the care, maintenance, and handling of the species
being used, to the extent appropriate to their role.

Psychologists make reasonable efforts to minimize the discomfort,
infection, illness, and pain of animal subjects.

Psychologists use a procedure subjecting animals to pain, stress, or
privation only when an alternative procedure is unavailable and
the goal is justified by its prospective scientific, educational, or
applied value.

Psychologists perform surgical procedures under appropriate
anesthesia and follow techniques to avoid infection and minimize
pain during and after surgery.

When it is appropriate that an animal’s life be terminated,
psychologists proceed rapidly, with an effort to minimize pain and
in accordance with accepted procedures. (American Psychological
Association, 2002)American Psychological Association. (2002).
Ethical principles of psychologists. American Psychologist, 57,
1060-1073.
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Because the use of animals in research involves a
personal value, people naturally disagree about this
practice. Although many people accept the value of such
research (Plous, 1996),Plous, S. (1996). Attitudes toward
the use of animals in psychological research and
education. Psychological Science, 7, 352-358. a minority of
people, including animal-rights activists, believes that it
is ethically wrong to conduct research on animals. This
argument is based on the assumption that because
animals are living creatures just as humans are, no Psychologists may use animals in
harm should ever be done to them. their research, but they make

reasonable efforts to minimize
the discomfort the animals
Most scientists, however, reject this view. They argue experience.

that such beliefs ignore the potential benefits that have

and continue to come from research with animals. For @ Thinkstock

instance, drugs that can reduce the incidence of cancer

or AIDS may first be tested on animals, and surgery that

can save human lives may first be practiced on animals.

Research on animals has also led to a better

understanding of the physiological causes of depression, phobias, and stress, among
other illnesses. In contrast to animal-rights activists, then, scientists believe that
because there are many benefits that accrue from animal research, such research
can and should continue as long as the humane treatment of the animals used in
the research is guaranteed.

Figure 2.3
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KEY TAKEAWAYS

Psychologists use the scientific method to generate, accumulate, and
report scientific knowledge.

Basic research, which answers questions about behavior, and applied
research, which finds solutions to everyday problems, inform each other
and work together to advance science.

Research reports describing scientific studies are published in scientific
journals so that other scientists and laypersons may review the
empirical findings.

Organizing principles, including laws, theories and research hypotheses,
give structure and uniformity to scientific methods.

Concerns for conducting ethical research are paramount. Researchers
assure that participants are given free choice to participate and that
their privacy is protected. Informed consent and debriefing help provide
humane treatment of participants.

A cost-benefit analysis is used to determine what research should and
should not be allowed to proceed.

EXERCISES AND CRITICAL THINKING

1.

Give an example from personal experience of how you or someone you
know have benefited from the results of scientific research.

Find and discuss a research project that in your opinion has ethical
concerns. Explain why you find these concerns to be troubling.

Indicate your personal feelings about the use of animals in research.
When should and should not animals be used? What principles have you
used to come to these conclusions?
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2.2 Psychologists Use Descriptive, Correlational, and Experimental
Research Designs to Understand Behavior

18.

19.

20.

21.

An approach used to collect,
analyze, and interpret data.

Research designed to provide a
snapshot of the current state of
affairs.

Research designed to discover
relationships among variables
and to allow the prediction of
future events from present
knowledge.

Research in which initial
equivalence among research
participants in more than one
group is created, followed by a
manipulation of a given
experience for these groups
and a measurement of the
influence of the manipulation.

LEARNING OBJECTIVES

1. Differentiate the goals of descriptive, correlational, and experimental
research designs and explain the advantages and disadvantages of each.

2. Explain the goals of descriptive research and the statistical techniques
used to interpret it.

3. Summarize the uses of correlational research and describe why
correlational research cannot be used to infer causality.

4. Review the procedures of experimental research and explain how it can
be used to draw causal inferences.

Psychologists agree that if their ideas and theories about human behavior are to be
taken seriously, they must be backed up by data. However, the research of different
psychologists is designed with different goals in mind, and the different goals
require different approaches. These varying approaches, summarized in Table 2.2
"Characteristics of the Three Research Designs", are known as research designs. A
research design'® is the specific method a researcher uses to collect, analyze, and
interpret data. Psychologists use three major types of research designs in their
research, and each provides an essential avenue for scientific investigation.
Descriptive research'’ is research designed to provide a snapshot of the current state of
affairs. Correlational research? is research designed to discover relationships among
variables and to allow the prediction of future events from present knowledge.
Experimental research® is research in which initial equivalence among research
participants in more than one group is created, followed by a manipulation of a given
experience for these groups and a measurement of the influence of the manipulation. Each
of the three research designs varies according to its strengths and limitations, and
it is important to understand how each differs.
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22. A descriptive record of one or
more individual’s experiences
and behavior.

Table 2.2 Characteristics of the Three Research Designs

Descriptive [ To create a Provides a relatively complete | Does not assess
snapshot of the picture of what is occurring at | relationships among
current state of | a given time. Allows the variables. May be
affairs development of questions for | unethical if

further study. participants do not
know they are being
observed.

Correlational | To assess the Allows testing of expected Cannot be used to
relationships relationships between and draw inferences about
between and among variables and the the causal
among two or making of predictions. Can relationships between
more variables assess these relationshipsin | and among the

everyday life events. variables.

Experimental | To assess the Allows drawing of conclusions | Cannot
causal impact of | about the causal relationships | experimentally
one or more among variables. manipulate many
experimental important variables.
manipulations on May be expensive and
a dependent time consuming.
variable

There are three major research designs used by psychologists, and each has its own

advantages and disadvantages.

Source: Stangor, C. (2011). Research methods for the behavioral sciences (4th ed.).
Mountain View, CA: Cengage.

Descriptive Research: Assessing the Current State of Affairs

Descriptive research is designed to create a snapshot of the current thoughts,
feelings, or behavior of individuals. This section reviews three types of descriptive
research: case studies, surveys, and naturalistic observation.

Sometimes the data in a descriptive research project are based on only a small set of
individuals, often only one person or a single small group. These research designs
are known as case studies*’—descriptive records of one or more individual’s experiences
and behavior. Sometimes case studies involve ordinary individuals, as when
developmental psychologist Jean Piaget used his observation of his own children to
develop his stage theory of cognitive development. More frequently, case studies
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23. A measure administered either
through interviews or written
questionnaires to get a picture
of the beliefs or behaviors of a
sample of people of interest.

24. The people chosen to
participate in a research
project.

are conducted on individuals who have unusual or abnormal experiences or
characteristics or who find themselves in particularly difficult or stressful
situations. The assumption is that by carefully studying individuals who are socially
marginal, who are experiencing unusual situations, or who are going through a
difficult phase in their lives, we can learn something about human nature.

Sigmund Freud was a master of using the psychological difficulties of individuals to
draw conclusions about basic psychological processes. Freud wrote case studies of
some of his most interesting patients and used these careful examinations to
develop his important theories of personality. One classic example is Freud’s
description of “Little Hans,” a child whose fear of horses the psychoanalyst
interpreted in terms of repressed sexual impulses and the Oedipus complex (Freud
(1909/1964).Freud, S. (1964). Analysis of phobia in a five-year-old boy. In E. A.
Southwell & M. Merbaum (Eds.), Personality: Readings in theory and research (pp. 3-32).
Belmont, CA: Wadsworth. (Original work published 1909)

Another well-known case study is Phineas Gage, a man
whose thoughts and emotions were extensively studied
by cognitive psychologists after a railroad spike was
blasted through his skull in an accident. Although there
is question about the interpretation of this case study
(Kotowicz, 2007),Kotowicz, Z. (2007). The strange case of
Phineas Gage. History of the Human Sciences, 20(1),
115-131. it did provide early evidence that the brain’s
frontal lobe is involved in emotion and morality
(Damasio et al., 2005).Damasio, H., Grabowski, T., Frank,
R., Galaburda, A. M., Damasio, A. R., Cacioppo, J. T., & Political polls reported in
Berntson, G. G. (2005). The return of Phineas Gage: Clues Z:Z";Z:Zelrsui’;i;;i‘j :;Z":;
about the brain from the skull of a famous patient. In that prwi’;e snapshots of th eg
Social neuroscience: Key readings. (pp. 21-28). New York, jikely voting behavior of a
NY: Psychology Press. An interesting example of a case  population.

study in clinical psychology is described by Rokeach

(1964),Rokeach, M. (1964). The three Christs of Ypsilanti: A © Thinkstock
psychological study. New York, NY: Knopf. who

investigated in detail the beliefs and interactions among

three patients with schizophrenia, all of whom were

convinced they were Jesus Christ.

Figure 2.4

In other cases the data from descriptive research projects come in the form of a
survey’>—a measure administered through either an interview or a written questionnaire
to get a picture of the beliefs or behaviors of a sample of people of interest. The people chosen
to participate in the research (known as the sample*®) are selected to be
representative of all the people that the researcher wishes to know about (the
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population®). In election polls, for instance, a sample is taken from the population
of all “likely voters” in the upcoming elections.

The results of surveys may sometimes be rather mundane, such as “Nine out of ten
doctors prefer Tymenocin,” or “The median income in Montgomery County is
$36,712.” Yet other times (particularly in discussions of social behavior), the results
can be shocking: “More than 40,000 people are killed by gunfire in the United States
every year,” or “More than 60% of women between the ages of 50 and 60 suffer from
depression.” Descriptive research is frequently used by psychologists to get an
estimate of the prevalence (or incidence) of psychological disorders.

A final type of descriptive research—known as naturalistic observation’*—is
research based on the observation of everyday events. For instance, a developmental
psychologist who watches children on a playground and describes what they say to
each other while they play is conducting descriptive research, as is a
biopsychologist who observes animals in their natural habitats. One example of
observational research involves a systematic procedure known as the strange
situation, used to get a picture of how adults and young children interact. The data
that are collected in the strange situation are systematically coded in a coding sheet
such as that shown in Table 2.3 "Sample Coding Form Used to Assess Child’s and
Mother’s Behavior in the Strange Situation".

Table 2.3 Sample Coding Form Used to Assess Child’s and Mother’s Behavior in the
Strange Situation

Coding categories
Episode Proximity | Contact | Resistance | Avoidance
Mother and baby play alone 1 1 1 1
Mother puts baby down 4 1 1 1
Stranger enters room 1 2 3 1

This table represents a sample coding sheet from an episode of the “strange
situation,” in which an infant (usually about 1 year old) is observed playing in a room

with two adults—the child’s mother and a stranger. Each of the four coding
design, the people that the categories is scored by the coder from 1 (the baby makes no effort to engage in the
researcher wishes to know behavior) to 7 (the baby makes a significant effort to engage in the behavior). More
about. information about the meaning of the coding can be found in Ainsworth, Blehar,
Waters, and Wall (1978).Ainsworth, M. S., Blehar, M. C., Waters, E., & Wall, S. (1978).
Patterns of attachment: A psychological study of the strange situation. Hillsdale, NJ:
Lawrence Erlbaum Associates.

25. In a descriptive research

26. Research based on the
observation of everyday
events.
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27. Numbers that summarize the
distribution of scores on a
measured variable.

28. A data distribution that is
shaped like a bell.

2.2 Psychologists Use Descriptive, Correlational, and Experimental Research Designs to Understand Behavior

Mother leaves room; stranger plays

. 1 3 1 1
with baby
Mother reenters, greets and may

. 4 2 1 2

comfort baby, then leaves again
Stranger tries to play with baby 1 3 1 1
Mother reenters and picks up baby 6 6 1 2

Coding categories explained

The baby moves toward, grasps, or climbs on the

Proximit
X y adult.

The baby resists being put down by the adult by

Maintaining contact
8 crying or trying to climb back up.

The baby pushes, hits, or squirms to be put down

Resist
esistance from the adult’s arms.

The baby turns away or moves away from the

Avoid
voidance adult.

This table represents a sample coding sheet from an episode of the “strange
situation,” in which an infant (usually about 1 year old) is observed playing in a room
with two adults—the child’s mother and a stranger. Each of the four coding
categories is scored by the coder from 1 (the baby makes no effort to engage in the
behavior) to 7 (the baby makes a significant effort to engage in the behavior). More
information about the meaning of the coding can be found in Ainsworth, Blehar,
Waters, and Wall (1978).Ainsworth, M. S., Blehar, M. C., Waters, E., & Wall, S. (1978).
Patterns of attachment: A psychological study of the strange situation. Hillsdale, NJ:
Lawrence Erlbaum Associates.

Source: Stangor, C. (2011). Research methods for the behavioral sciences (4th ed.).
Mountain View, CA: Cengage.

The results of descriptive research projects are analyzed using descriptive
statistics”’ —numbers that summarize the distribution of scores on a measured variable.
Most variables have distributions similar to that shown in Figure 2.5 "Height
Distribution", where most of the scores are located near the center of the
distribution, and the distribution is symmetrical and bell-shaped. A data distribution
that is shaped like a bell is known as a normal distribution®,
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Table 2.4 Height and Family Income for 25 Students

Lauren 62 48,000
Courtnie 62 57,000
Leslie 63 93,000
Renee 64 107,000
Katherine 64 110,000
Jordan 65 93,000
Rabiah 66 46,000
Alina 66 84,000
Young Su 67 68,000
Martin 67 49,000
Hanzhu 67 73,000
Caitlin 67 3,800,000
Steven 67 107,000
Emily 67 64,000
Amy 68 67,000
Jonathan 68 51,000
Julian 68 48,000
Alissa 68 93,000
Christine 69 93,000
Candace 69 111,000
Xiaohua 69 56,000
Charlie 70 94,000
Timothy 71 73,000
Ariane 72 70,000
Logan 72 44,000
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29. Symbolized by the letter M, the
most commonly used measure
of central tendency.

30. The score in the center of the
distribution, meaning that 50%
of the scores are greater than
the median and 50% of the
scores are less than the
median.

Figure 2.5 Height Distribution

63 64 65 66 67 68 69 70 71

Height in inches

Number of students

62

72

The distribution of the heights of the students in a class will form a normal distribution. In this sample the mean
(M) = 67.12 and the standard deviation (s) = 2.74.

A distribution can be described in terms of its central tendency—that is, the point in
the distribution around which the data are centered—and its dispersion, or spread.
The arithmetic average, or arithmetic mean®, is the most commonly used measure of
central tendency. It is computed by calculating the sum of all the scores of the
variable and dividing this sum by the number of participants in the distribution
(denoted by the letter N). In the data presented in Figure 2.5 "Height Distribution",
the mean height of the students is 67.12 inches. The sample mean is usually
indicated by the letter M.

In some cases, however, the data distribution is not symmetrical. This occurs when
there are one or more extreme scores (known as outliers) at one end of the
distribution. Consider, for instance, the variable of family income (see Figure 2.6
"Family Income Distribution"), which includes an outlier (a value of $3,800,000). In
this case the mean is not a good measure of central tendency. Although it appears
from Figure 2.6 "Family Income Distribution" that the central tendency of the
family income variable should be around $70,000, the mean family income is
actually $223,960. The single very extreme income has a disproportionate impact on
the mean, resulting in a value that does not well represent the central tendency.

The median is used as an alternative measure of central tendency when
distributions are not symmetrical. The median®° is the score in the center of the
distribution, meaning that 50% of the scores are greater than the median and 50% of the
scores are less than the median. In our case, the median household income ($73,000) is
a much better indication of central tendency than is the mean household income
($223,960).
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31. The value or values that occur
most frequently in a variable’s
distribution.

Figure 2.6 Family Income Distribution
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The distribution of family incomes is likely to be nonsymmetrical because some incomes can be very large in
comparison to most incomes. In this case the median or the mode is a better indicator of central tendency than is the
mean.

A final measure of central tendency, known as the mode*', represents the value that
occurs most frequently in the distribution. You can see from Figure 2.6 "Family Income
Distribution" that the mode for the family income variable is $93,000 (it occurs four
times).

In addition to summarizing the central tendency of a distribution, descriptive
statistics convey information about how the scores of the variable are spread
around the central tendency. Dispersion refers to the extent to which the scores are
all tightly clustered around the central tendency, like this:
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32. Symbolized by the letter s, the
most commonly used measure
of the dispersion of a variable’s
distribution.

Figure 2.7

Or they may be more spread out away from it, like this:

Figure 2.8

One simple measure of dispersion is to find the largest (the maximum) and the
smallest (the minimum) observed values of the variable and to compute the range of
the variable as the maximum observed score minus the minimum observed score.
You can check that the range of the height variable in Figure 2.5 "Height
Distribution" is 72 - 62 = 10. The standard deviation®?, symbolized as s, is the most
commonly used measure of dispersion. Distributions with a larger standard deviation
have more spread. The standard deviation of the height variable is s = 2.74, and the
standard deviation of the family income variable is s = $745,337.

An advantage of descriptive research is that it attempts to capture the complexity
of everyday behavior. Case studies provide detailed information about a single
person or a small group of people, surveys capture the thoughts or reported
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behaviors of a large population of people, and naturalistic observation objectively
records the behavior of people or animals as it occurs naturally. Thus descriptive
research is used to provide a relatively complete understanding of what is currently
happening.

Despite these advantages, descriptive research has a distinct disadvantage in that,
although it allows us to get an idea of what is currently happening, it is usually
limited to static pictures. Although descriptions of particular experiences may be
interesting, they are not always transferable to other individuals in other
situations, nor do they tell us exactly why specific behaviors or events occurred. For
instance, descriptions of individuals who have suffered a stressful event, such as a
war or an earthquake, can be used to understand the individuals’ reactions to the
event but cannot tell us anything about the long-term effects of the stress. And
because there is no comparison group that did not experience the stressful
situation, we cannot know what these individuals would be like if they hadn’t had
the stressful experience.

Correlational Research: Seeking Relationships Among Variables

In contrast to descriptive research, which is designed primarily to provide static
pictures, correlational research involves the measurement of two or more relevant
variables and an assessment of the relationship between or among those variables.
For instance, the variables of height and weight are systematically related
(correlated) because taller people generally weigh more than shorter people. In the
same way, study time and memory errors are also related, because the more time a
person is given to study a list of words, the fewer errors he or she will make. When
there are two variables in the research design, one of them is called the predictor
variable and the other the outcome variable. The research design can be visualized
like this, where the curved arrow represents the expected correlation between the
two variables:

Figure 2.2.2
Predictor /\A Outcome
variable variable

One way of organizing the data from a correlational study with two variables is to
graph the values of each of the measured variables using a scatter plot. As you can
t> is a visual image of the

33. A visual image of the
relationship between two

variables. see in Figure 2.10 "Examples of Scatter Plots", a scatter plo
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relationship between two variables. A point is plotted for each individual at the
intersection of his or her scores for the two variables. When the association
between the variables on the scatter plot can be easily approximated with a straight
line, as in parts (a) and (b) of Figure 2.10 "Examples of Scatter Plots", the variables
are said to have a linear relationship.

When the straight line indicates that individuals who have above-average values for
one variable also tend to have above-average values for the other variable, as in
part (a), the relationship is said to be positive linear. Examples of positive linear
relationships include those between height and weight, between education and
income, and between age and mathematical abilities in children. In each case
people who score higher on one of the variables also tend to score higher on the
other variable. Negative linear relationships, in contrast, as shown in part (b), occur
when above-average values for one variable tend to be associated with below-
average values for the other variable. Examples of negative linear relationships
include those between the age of a child and the number of diapers the child uses,
and between practice on and errors made on a learning task. In these cases people
who score higher on one of the variables tend to score lower on the other variable.

Relationships between variables that cannot be described with a straight line are
known as nonlinear relationships. Part (c) of Figure 2.10 "Examples of Scatter Plots"
shows a common pattern in which the distribution of the points is essentially
random. In this case there is no relationship at all between the two variables, and
they are said to be independent. Parts (d) and (e) of Figure 2.10 "Examples of Scatter
Plots" show patterns of association in which, although there is an association, the
points are not well described by a single straight line. For instance, part (d) shows
the type of relationship that frequently occurs between anxiety and performance.
Increases in anxiety from low to moderate levels are associated with performance
increases, whereas increases in anxiety from moderate to high levels are associated
with decreases in performance. Relationships that change in direction and thus are
not described by a single straight line are called curvilinear relationships.
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Figure 2.10 Examples of Scatter Plots
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Some examples of relationships between two variables as shown in scatter plots. Note that the Pearson correlation
coefficient (r) between variables that have curvilinear relationships will likely be close to zero.

Source: Adapted from Stangor, C. (2011). Research methods for the behavioral sciences (4th ed.). Mountain View, CA:
Cengage.

The most common statistical measure of the strength of linear relationships among variables
is the Pearson correlation coefficient, which is symbolized by the letter r. The
value of the correlation coefficient ranges from r = -1.00 to r = +1.00. The direction
of the linear relationship is indicated by the sign of the correlation coefficient.
Positive values of r (such as r = .54 or r = .67) indicate that the relationship is
positive linear (i.e., the pattern of the dots on the scatter plot runs from the lower
left to the upper right), whereas negative values of r (such as r =-.30 or r = -.72)
indicate negative linear relationships (i.e., the dots run from the upper left to the
lower right). The strength of the linear relationship is indexed by the distance of
the correlation coefficient from zero (its absolute value). For instance, r = -.54 is a
stronger relationship than r = .30, and r = .72 is a stronger relationship than r = -.57.
Because the Pearson correlation coefficient only measures linear relationships,

34. Symbolized by the letter r, a variables that have curvilinear relationships are not well described by r, and the

statistic indicating the strength | observed correlation will be close to zero.
and direction of a linear
relationship. The value of the
correlation coefficient ranges
from r =-1.00 to r = +1.00.
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35. A statistical technique, based
on correlation coefficients
among variables, that allows
predicting a single outcome
variable from more than one
predictor variable.

2.2 Psychologists Use Descriptive, Correlational, and Experimental Research Designs to Understand Behavior

It is also possible to study relationships among more than two measures at the same
time. A research design in which more than one predictor variable is used to predict
a single outcome variable is analyzed through multiple regression (Aiken & West,
1991).Aiken, L., & West, S. (1991). Multiple regression: Testing and interpreting
interactions. Newbury Park, CA: Sage. Multiple regression™ is a statistical technique,
based on correlation coefficients among variables, that allows predicting a single outcome
variable from more than one predictor variable. For instance, Figure 2.11 "Prediction of
Job Performance From Three Predictor Variables" shows a multiple regression
analysis in which three predictor variables are used to predict a single outcome.
The use of multiple regression analysis shows an important advantage of
correlational research designs—they can be used to make predictions about a
person’s likely score on an outcome variable (e.g., job performance) based on
knowledge of other variables.

Figure 2.11 Prediction of Job Performance From Three Predictor Variables

[ |

Job Job
satisfaction performance
Years
employed
Predictor Outcome
variables variable

Multiple regression allows scientists to predict the scores on a single outcome variable using more than one
predictor variable.

An important limitation of correlational research designs is that they cannot be
used to draw conclusions about the causal relationships among the measured
variables. Consider, for instance, a researcher who has hypothesized that viewing
violent behavior will cause increased aggressive play in children. He has collected,
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from a sample of fourth-grade children, a measure of how many violent television
shows each child views during the week, as well as a measure of how aggressively

each child plays on the school playground. From his collected data, the researcher
discovers a positive correlation between the two measured variables.

Although this positive correlation appears to support the researcher’s hypothesis, it
cannot be taken to indicate that viewing violent television causes aggressive
behavior. Although the researcher is tempted to assume that viewing violent
television causes aggressive play,

Figure 2.2.2

Viewing violent TV » Aggressive play

there are other possibilities. One alternate possibility is that the causal direction is
exactly opposite from what has been hypothesized. Perhaps children who have
behaved aggressively at school develop residual excitement that leads them to want
to watch violent television shows at home:

Figure 2.2.2

Viewing violent TV < Aggressive play

Although this possibility may seem less likely, there is no way to rule out the
possibility of such reverse causation on the basis of this observed correlation. It is
also possible that both causal directions are operating and that the two variables
cause each other:
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36.

37.

A variable that is not part of
the research hypothesis but
that causes both the predictor
and the outcome variable and
thus produces the observed
correlation between them.

A relationship between two
variables in which a common-
causal variable produces and
“explains away” the
relationship.

Figure 2.2.2

<

Viewing violent TV > Aggressive play

Still another possible explanation for the observed correlation is that it has been
produced by the presence of a common-causal variable (also known as a third variable).
A common-causal variable®® is a variable that is not part of the research hypothesis but
that causes both the predictor and the outcome variable and thus produces the observed
correlation between them. In our example a potential common-causal variable is the
discipline style of the children’s parents. Parents who use a harsh and punitive
discipline style may produce children who both like to watch violent television and
who behave aggressively in comparison to children whose parents use less harsh
discipline:

Figure 2.2.2

.

Viewing violent TV Aggressive play

Parents’ discipline style

In this case, television viewing and aggressive play would be positively correlated
(as indicated by the curved arrow between them), even though neither one caused
the other but they were both caused by the discipline style of the parents (the
straight arrows). When the predictor and outcome variables are both caused by a
common-causal variable, the observed relationship between them is said to be
spurious. A spurious relationship®’ is a relationship between two variables in which a
common-causal variable produces and “explains away” the relationship. If effects of the
common-causal variable were taken away, or controlled for, the relationship
between the predictor and outcome variables would disappear. In the example the
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relationship between aggression and television viewing might be spurious because
by controlling for the effect of the parents’ disciplining style, the relationship
between television viewing and aggressive behavior might go away.

Common-causal variables in correlational research designs can be thought of as
“mystery” variables because, as they have not been measured, their presence and
identity are usually unknown to the researcher. Since it is not possible to measure
every variable that could cause both the predictor and outcome variables, the
existence of an unknown common-causal variable is always a possibility. For this
reason, we are left with the basic limitation of correlational research: Correlation
does not demonstrate causation. It is important that when you read about
correlational research projects, you keep in mind the possibility of spurious
relationships, and be sure to interpret the findings appropriately. Although
correlational research is sometimes reported as demonstrating causality without
any mention being made of the possibility of reverse causation or common-causal
variables, informed consumers of research, like you, are aware of these
interpretational problems.

In sum, correlational research designs have both strengths and limitations. One
strength is that they can be used when experimental research is not possible
because the predictor variables cannot be manipulated. Correlational designs also
have the advantage of allowing the researcher to study behavior as it occurs in
everyday life. And we can also use correlational designs to make predictions—for
instance, to predict from the scores on their battery of tests the success of job
trainees during a training session. But we cannot use such correlational
information to determine whether the training caused better job performance. For
that, researchers rely on experiments.

Experimental Research: Understanding the Causes of Behavior

The goal of experimental research design is to provide more definitive conclusions
about the causal relationships among the variables in the research hypothesis than
is available from correlational designs. In an experimental research design, the
variables of interest are called the independent variable (or variables) and the
dependent variable. The independent variable® in an experiment is the causing
38. In and experiment, the causing | variable that is created (manipulated) by the experimenter. The dependent variable®® in
variable that is created an experiment is a measured variable that is expected to be influenced by the experimental
(manipulated) by the ipulation. Th h hypothesi ts that the manipulated independent
experimenter. manipulation. The research hypothesis suggests that the manipulated independen
variable or variables will cause changes in the measured dependent variables. We
can diagram the research hypothesis by using an arrow that points in one direction.
This demonstrates the expected direction of causality:

39. In an experiment, the
measured variable that is
expected to be influenced by
the experimental
manipulation.
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Figure 2.2.3
Viewing violence Aggressive behavior
(independent variable) (dependent variable)
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Research Focus: Video Games and Aggression

Consider an experiment conducted by Anderson and Dill (2000).Anderson, C. A.,
& Dill, K. E. (2000). Video games and aggressive thoughts, feelings, and behavior
in the laboratory and in life. Journal of Personality and Social Psychology, 78(4),
772-790. The study was designed to test the hypothesis that viewing violent
video games would increase aggressive behavior. In this research, male and
female undergraduates from lowa State University were given a chance to play
with either a violent video game (Wolfenstein 3D) or a nonviolent video game
(Myst). During the experimental session, the participants played their assigned
video games for 15 minutes. Then, after the play, each participant played a
competitive game with an opponent in which the participant could deliver
blasts of white noise through the earphones of the opponent. The operational
definition of the dependent variable (aggressive behavior) was the level and
duration of noise delivered to the opponent. The design of the experiment is
shown in Figure 2.17 "An Experimental Research Design".

Figure 2.17
An Experimental Research Design

| game

Bandom White noise
assignment to L
> administered
conditions
‘ Group B ) ‘

Initial Independent Measured
equivalence variable dependent

(experimental variable

manipulation)

Two advantages of the experimental research design are (1) the assurance that the independent variable (also
known as the experimental manipulation) occurs prior to the measured dependent variable, and (2) the
creation of initial equivalence between the conditions of the experiment (in this case by using random
assignment to conditions).

Experimental designs have two very nice features. For one, they guarantee that
the independent variable occurs prior to the measurement of the dependent
variable. This eliminates the possibility of reverse causation. Second, the
influence of common-causal variables is controlled, and thus eliminated, by
creating initial equivalence among the participants in each of the experimental
conditions before the manipulation occurs.

2.2 Psychologists Use Descriptive, Correlational, and Experimental Research Designs to Understand Behavior

85



Chapter 2 Psychological Science

40. A procedure used in
experimental research designs
in which the condition that
each participant is assigned to
is determined through a
random process.

The most common method of creating equivalence among the experimental
conditions is through random assignment to conditions*’, a procedure in which
the condition that each participant is assigned to is determined through a random
process, such as drawing numbers out of an envelope or using a random number table.
Anderson and Dill first randomly assigned about 100 participants to each of
their two groups (Group A and Group B). Because they used random assignment
to conditions, they could be confident that, before the experimental
manipulation occurred, the students in Group A were, on average, equivalent to
the students in Group B on every possible variable, including variables that are
likely to be related to aggression, such as parental discipline style, peer
relationships, hormone levels, diet—and in fact everything else.

Then, after they had created initial equivalence, Anderson and Dill created the
experimental manipulation—they had the participants in Group A play the
violent game and the participants in Group B play the nonviolent game. Then
they compared the dependent variable (the white noise blasts) between the two
groups, finding that the students who had viewed the violent video game gave
significantly longer noise blasts than did the students who had played the
nonviolent game.

Anderson and Dill had from the outset created initial equivalence between the
groups. This initial equivalence allowed them to observe differences in the
white noise levels between the two groups after the experimental
manipulation, leading to the conclusion that it was the independent variable
(and not some other variable) that caused these differences. The idea is that the
only thing that was different between the students in the two groups was the
video game they had played.

Despite the advantage of determining causation, experiments do have limitations.

One is that they are often conducted in laboratory situations rather than in the

everyday lives of people. Therefore, we do not know whether results that we find in

a laboratory setting will necessarily hold up in everyday life. Second, and more

important, is that some of the most interesting and key social variables cannot be

experimentally manipulated. If we want to study the influence of the size of a mob
on the destructiveness of its behavior, or to compare the personality characteristics

of people who join suicide cults with those of people who do not join such cults,
these relationships must be assessed using correlational designs, because it is
simply not possible to experimentally manipulate these variables.

2.2 Psychologists Use Descriptive, Correlational, and Experimental Research Designs to Understand Behavior

86



Chapter 2 Psychological Science

KEY TAKEAWAYS

« Descriptive, correlational, and experimental research designs are used
to collect and analyze data.

+ Descriptive designs include case studies, surveys, and naturalistic
observation. The goal of these designs is to get a picture of the current
thoughts, feelings, or behaviors in a given group of people. Descriptive
research is summarized using descriptive statistics.

« Correlational research designs measure two or more relevant variables
and assess a relationship between or among them. The variables may be
presented on a scatter plot to visually show the relationships. The
Pearson Correlation Coefficient (r) is a measure of the strength of linear
relationship between two variables.

« Common-causal variables may cause both the predictor and outcome
variable in a correlational design, producing a spurious relationship.
The possibility of common-causal variables makes it impossible to draw
causal conclusions from correlational research designs.

« Experimental research involves the manipulation of an independent
variable and the measurement of a dependent variable. Random
assignment to conditions is normally used to create initial equivalence
between the groups, allowing researchers to draw causal conclusions.

EXERCISES AND CRITICAL THINKING

1. There is a negative correlation between the row that a student sits in in
a large class (when the rows are numbered from front to back) and his
or her final grade in the class. Do you think this represents a causal
relationship or a spurious relationship, and why?

2. Think of two variables (other than those mentioned in this book) that
are likely to be correlated, but in which the correlation is probably
spurious. What is the likely common-causal variable that is producing
the relationship?

3. Imagine a researcher wants to test the hypothesis that participating in
psychotherapy will cause a decrease in reported anxiety. Describe the
type of research design the investigator might use to draw this
conclusion. What would be the independent and dependent variables in
the research?
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2.3 You Can Be an Informed Consumer of Psychological Research

LEARNING OBJECTIVES

1. Outline the four potential threats to the validity of research and discuss
how they may make it difficult to accurately interpret research findings.

2. Describe how confounding may reduce the internal validity of an
experiment.

3. Explain how generalization, replication, and meta-analyses are used to
assess the external validity of research findings.

Good research is valid research. When research is valid, the conclusions drawn by
the researcher are legitimate. For instance, if a researcher concludes that
participating in psychotherapy reduces anxiety, or that taller people are smarter
than shorter people, the research is valid only if the therapy really works or if taller
people really are smarter. Unfortunately, there are many threats to the validity of
research, and these threats may sometimes lead to unwarranted conclusions. Often,
and despite researchers’ best intentions, some of the research reported on websites
as well as in newspapers, magazines, and even scientific journals is invalid. Validity
is not an all-or-nothing proposition, which means that some research is more valid
than other research. Only by understanding the potential threats to validity will
you be able to make knowledgeable decisions about the conclusions that can or
cannot be drawn from a research project. There are four major types of threats to
the validity of research, and informed consumers of research are aware of each

type.
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41. The extent to which the
variables used in the research
adequately assess the
conceptual variables they were
designed to measure.

42. The consistency of a measured
variable.

Threats to the Validity of Research

Threats to construct validity. Although it is claimed that the
measured variables measure the conceptual variables of interest,
they actually may not.

Threats to statistical conclusion validity. Conclusions regarding the
research may be incorrect because no statistical tests were made
or because the statistical tests were incorrectly interpreted.
Threats to internal validity. Although it is claimed that the
independent variable caused the dependent variable, the
dependent variable actually may have been caused by a
confounding variable.

Threats to external validity. Although it is claimed that the results
are more general, the observed effects may actually only be found
under limited conditions or for specific groups of people. (Stangor,
2011)Stangor, C. (2011). Research methods for the behavioral sciences
(4th ed.). Mountain View, CA: Cengage.

One threat to valid research occurs when there is a threat to construct validity.
Construct validity®' refers to the extent to which the variables used in the research
adequately assess the conceptual variables they were designed to measure. One
requirement for construct validity is that the measure be reliable, where
reliability’” refers to the consistency of a measured variable. A bathroom scale is
usually reliable, because if we step on and off it a couple of times the scale will
consistently measure the same weight every time. Other measures, including some
psychological tests, may be less reliable, and thus less useful.

Normally, we can assume that the researchers have done their best to assure the
construct validity of their measures, but it is not inappropriate for you, as an
informed consumer of research, to question this. It is always important to
remember that the ability to learn about the relationship between the conceptual
variables in a research hypothesis is dependent on the operational definitions of the
measured variables. If the measures do not really measure the conceptual variables
that they are designed to assess (e.g., if a supposed IQ test does not really measure
intelligence), then they cannot be used to draw inferences about the relationship
between the conceptual variables (Nunnally, 1978).Nunnally, J. C. (1978).
Pyschometric theory. New York, NY: McGraw-Hill.

2.3 You Can Be an Informed Consumer of Psychological Research
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43.

44.

45.

46.

2.3 You Can Be an Informed Consumer of Psychological Research

The confidence with which we
can conclude that data are not

due to chance or random error.

The extent to which we can be
certain that the researcher has
drawn accurate conclusions
about the statistical
significance of the research.

The extent to which we can
trust the conclusions that have
been drawn about the causal
relationship between the
independent and dependent
variables.

A variable other than the
independent variable on which
the participants in one
experimental condition differ
systematically from those in
other conditions.

The statistical methods that scientists use to test their research hypotheses are
based on probability estimates. You will see statements in research reports
indicating that the results were “statistically significant” or “not statistically
significant.” These statements will be accompanied by statistical tests, often
including statements such as “p < 0.05” or about confidence intervals. These
statements describe the statistical significance of the data that have been collected.
Statistical significance® refers to the confidence with which a scientist can conclude
that data are not due to chance or random error. When a researcher concludes that a
result is statistically significant, he or she has determined that the observed data
was very unlikely to have been caused by chance factors alone. Hence, there is
likely a real relationship between or among the variables in the research design.
Otherwise, the researcher concludes that the results were not statistically
significant.

Statistical conclusion validity** refers to the extent to which we can be certain that
the researcher has drawn accurate conclusions about the statistical significance of the
research. Research will be invalid if the conclusions made about the research
hypothesis are incorrect because statistical inferences about the collected data are
in error. These errors can occur either because the scientist inappropriately infers
that the data do support the research hypothesis when in fact they are due to
chance, or when the researcher mistakenly fails to find support for the research
hypothesis. Normally, we can assume that the researchers have done their best to
ensure the statistical conclusion validity of a research design, but we must always
keep in mind that inferences about data are probabilistic and never certain—this is
why research never “proves” a theory.

Internal validity® refers to the extent to which we can trust the conclusions that have
been drawn about the causal relationship between the independent and dependent variables
(Campbell & Stanley, 1963).Campbell, D. T., & Stanley, J. C. (1963). Experimental and
quasi-experimental designs for research. Chicago: Rand McNally. Internal validity
applies primarily to experimental research designs, in which the researcher hopes
to conclude that the independent variable has caused the dependent variable.
Internal validity is maximized when the research is free from the presence of
confounding variables*®—variables other than the independent variable on which the
participants in one experimental condition differ systematically from those in other
conditions.

Consider an experiment in which a researcher tested the hypothesis that drinking
alcohol makes members of the opposite sex look more attractive. Participants older
than 21 years of age were randomly assigned either to drink orange juice mixed
with vodka or to drink orange juice alone. To eliminate the need for deception, the
participants were told whether or not their drinks contained vodka. After enough
time had passed for the alcohol to take effect, the participants were asked to rate
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the attractiveness of pictures of members of the opposite sex. The results of the

experiment showed that, as predicted, the participants who drank the vodka rated

the photos as significantly more attractive.

If you think about this experiment for a minute, it may occur to you that although
the researcher wanted to draw the conclusion that the alcohol caused the

differences in perceived attractiveness, the expectation of having consumed alcohol

is confounded with the presence of alcohol. That is, the people who drank alcohol
also knew they drank alcohol, and those who did not drink alcohol knew they did

not. It is possible that simply knowing that they were drinking alcohol, rather than
the effect of the alcohol itself, may have caused the differences (see Figure 2.18 "An

Example of Confounding"). One solution to the problem of potential expectancy

effects is to tell both groups that they are drinking orange juice and vodka but really

give alcohol to only half of the participants (it is possible to do this because vodka
has very little smell or taste). If differences in perceived attractiveness are found,

the experimenter could then confidently attribute them to the alcohol rather than

to the expectancies about having consumed alcohol.

Figure 2.18 An Example of Confounding
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47.

48.

49.

50.

A situation in which the
experimenter subtly treats the
research participants in the
various experimental
conditions differently,
resulting in an invalid
confirmation of the research
hypothesis.

An experimental design in
which both the researcher and
the research participants are
blind to condition.

The extent to which the results
of a research design can be
generalized beyond the specific
way the original experiment
was conducted.

The tendency to respond to
stimuli that resemble the
original conditioned stimulus.

Confounding occurs when a variable that is not part of the research hypothesis is “mixed up,” or confounded with,
the variable in the research hypothesis. In the bottom panel alcohol consumed and alcohol expectancy are
confounded, but in the top panel they are separate (independent). Confounding makes it impossible to be sure that
the independent variable (rather than the confounding variable) caused the dependent variable.

Another threat to internal validity can occur when the experimenter knows the
research hypothesis and also knows which experimental condition the participants
are in. The outcome is the potential for experimenter bias*’, a situation in which the
experimenter subtly treats the research participants in the various experimental conditions
differently, resulting in an invalid confirmation of the research hypothesis. In one study
demonstrating experimenter bias, Rosenthal and Fode (1963)Rosenthal, R., & Fode,
K. L. (1963). The effect of experimenter bias on the performance of the albino rat.
Behavioral Science, 8, 183-189. sent twelve students to test a research hypothesis
concerning maze learning in rats. Although it was not initially revealed to the
students, they were actually the participants in an experiment. Six of the students
were randomly told that the rats they would be testing had been bred to be highly
intelligent, whereas the other six students were led to believe that the rats had
been bred to be unintelligent. In reality there were no differences among the rats
given to the two groups of students. When the students returned with their data, a
startling result emerged. The rats run by students who expected them to be
intelligent showed significantly better maze learning than the rats run by students
who expected them to be unintelligent. Somehow the students’ expectations
influenced their data. They evidently did something different when they tested the
rats, perhaps subtly changing how they timed the maze running or how they
treated the rats. And this experimenter bias probably occurred entirely out of their
awareness.

To avoid experimenter bias, researchers frequently run experiments in which the
researchers are blind to condition. This means that although the experimenters know
the research hypotheses, they do not know which conditions the participants are
assigned to. Experimenter bias cannot occur if the researcher is blind to condition.
In a double-blind experiment*, both the researcher and the research participants are
blind to condition. For instance, in a double-blind trial of a drug, the researcher does
not know whether the drug being given is the real drug or the ineffective placebo,
and the patients also do not know which they are getting. Double-blind experiments
eliminate the potential for experimenter effects and at the same time eliminate
participant expectancy effects.

While internal validity refers to conclusions drawn about events that occurred
within the experiment, external validity* refers to the extent to which the results of a
research design can be generalized beyond the specific way the original experiment was
conducted. Generalization™ refers to the extent to which relationships among conceptual
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variables can be demonstrated in a wide variety of people and a wide variety of manipulated
or measured variables.

Psychologists who use college students as participants in their research may be
concerned about generalization, wondering if their research will generalize to
people who are not college students. And researchers who study the behaviors of
employees in one company may wonder whether the same findings would translate
to other companies. Whenever there is reason to suspect that a result found for one
sample of participants would not hold up for another sample, then research may be
conducted with these other populations to test for generalization.

Recently, many psychologists have been interested in testing hypotheses about the
extent to which a result will replicate across people from different cultures (Heine,
2010).Heine, S. J. (2010). Cultural psychology. In S. T. Fiske, D. T. Gilbert, & G.
Lindzey (Eds.), Handbook of social psychology (5th ed., Vol. 2, pp. 1423-1464). Hoboken,
NJ: John Wiley & Sons. For instance, a researcher might test whether the effects on
aggression of viewing violent video games are the same for Japanese children as
they are for American children by showing violent and nonviolent films to a sample
of both Japanese and American schoolchildren. If the results are the same in both
cultures, then we say that the results have generalized, but if they are different,
then we have learned a limiting condition of the effect (see Figure 2.19 "A Cross-
Cultural Replication").
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51. The process of repeating
previous research.

2.3 You Can Be an Informed Consumer of Psychological Research

Figure 2.19 A Cross-Cultural Replication
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In a cross-cultural replication, external validity is observed if the same effects that have been found in one culture
are replicated in another culture. If they are not replicated in the new culture, then a limiting condition of the
original results is found.

Unless the researcher has a specific reason to believe that generalization will not
hold, it is appropriate to assume that a result found in one population (even if that
population is college students) will generalize to other populations. Because the
investigator can never demonstrate that the research results generalize to all
populations, it is not expected that the researcher will attempt to do so. Rather, the
burden of proof rests on those who claim that a result will not generalize.

Because any single test of a research hypothesis will always be limited in terms of
what it can show, important advances in science are never the result of a single
research project. Advances occur through the accumulation of knowledge that
comes from many different tests of the same theory or research hypothesis. These
tests are conducted by different researchers using different research designs,
participants, and operationalizations of the independent and dependent variables.
The process of repeating previous research, which forms the basis of all scientific inquiry, is
known as replication®'.
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52. A statistical technique that
uses the results of existing
studies to integrate and draw
conclusions about those
studies.

Scientists often use a procedure known as meta-analysis to summarize replications
of research findings. A meta-analysis®” is a statistical technique that uses the results of
existing studies to integrate and draw conclusions about those studies. Because meta-
analyses provide so much information, they are very popular and useful ways of
summarizing research literature.

A meta-analysis provides a relatively objective method of reviewing research
findings because it (1) specifies inclusion criteria that indicate exactly which studies
will or will not be included in the analysis, (2) systematically searches for all studies
that meet the inclusion criteria, and (3) provides an objective measure of the
strength of observed relationships. Frequently, the researchers also include—if they
can find them—studies that have not been published in journals.
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Psychology in Everyday Life: Critically Evaluating the
Validity of Websites

The validity of research reports published in scientific journals is likely to be
high because the hypotheses, methods, results, and conclusions of the research
have been rigorously evaluated by other scientists, through peer review, before
the research was published. For this reason, you will want to use peer-reviewed
journal articles as your major source of information about psychological
research.

Although research articles are the gold standard for validity, you may also need
and desire to get at least some information from other sources. The Internet is
a vast source of information from which you can learn about almost anything,
including psychology. Search engines—such as Google or Yahoo!—bring
hundreds or thousands of hits on a topic, and online encyclopedias, such as
Wikipedia, provide articles about relevant topics.

Although you will naturally use the web to help you find information about
fields such as psychology, you must also realize that it is important to carefully
evaluate the validity of the information you get from the web. You must try to
distinguish information that is based on empirical research from information
that is based on opinion, and between valid and invalid data. The following
material may be helpful to you in learning to make these distinctions.

The techniques for evaluating the validity of websites are similar to those that
are applied to evaluating any other source of information. Ask first about the
source of the information. Is the domain a “.com” (business), “.gov”
(government), or “.org” (nonprofit) entity? This information can help you
determine the author’s (or organization’s) purpose in publishing the website.
Try to determine where the information is coming from. Is the data being
summarized from objective sources, such as journal articles or academic or
government agencies? Does it seem that the author is interpreting the
information as objectively as possible, or is the data being interpreted to
support a particular point of view? Consider what groups, individuals, and
political or commercial interests stand to gain from the site. Is the website
potentially part of an advocacy group whose web pages reflect the particular
positions of the group? Material from any group’s site may be useful, but try to
be aware of the group’s purposes and potential biases.
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Also, ask whether or not the authors themselves appear to be a trustworthy
source of information. Do they hold positions in an academic institution? Do
they have peer-reviewed publications in scientific journals? Many useful web
pages appear as part of organizational sites and reflect the work of that
organization. You can be more certain of the validity of the information if it is
sponsored by a professional organization, such as the American Psychological
Association or the American Psychological Society.

Try to check on the accuracy of the material and discern whether the sources of
information seem current. Is the information cited such that you can read it in
its original form? Reputable websites will probably link to other reputable
sources, such as journal articles and scholarly books. Try to check the accuracy
of the information by reading at least some of these sources yourself.

It is fair to say that all authors, researchers, and organizations have at least
some bias and that the information from any site can be invalid. But good
material attempts to be fair by acknowledging other possible positions,
interpretations, or conclusions. A critical examination of the nature of the
websites you browse for information will help you determine if the information
is valid and will give you more confidence in the information you take from it.
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KEY TAKEAWAYS

* Research is said to be valid when the conclusions drawn by the
researcher are legitimate. Because all research has the potential to be
invalid, no research ever “proves” a theory or research hypothesis.

« Construct validity, statistical conclusion validity, internal validity, and
external validity are all types of validity that people who read and
interpret research need to be aware of.

+ Construct validity refers to the assurance that the measured variables
adequately measure the conceptual variables

« Statistical conclusion validity refers to the assurance that inferences
about statistical significance are appropriate.

« Internal validity refers to the assurance that the independent variable
has caused the dependent variable. Internal validity is greater when
confounding variables are reduced or eliminated.

« External validity is greater when effects can be replicated across
different manipulations, measures, and populations. Scientists use meta-
analyses to better understand the external validity of research.

EXERCISES AND CRITICAL THINKING

1. The Pepsi Cola Corporation, now PepsiCo Inc., conducted the “Pepsi
Challenge” by randomly assigning individuals to taste either a Pepsi or a
Coke. The researchers labeled the glasses with only an “M” (for Pepsi) or
a “Q” (for Coke) and asked the participants to rate how much they liked
the beverage. The research showed that subjects overwhelmingly
preferred glass “M” over glass “Q,” and the researchers concluded that
Pepsi was preferred to Coke. Can you tell what confounding variable is
present in this research design? How would you redesign the research to
eliminate the confound?

2. Locate a research report of a meta-analysis. Determine the criteria that
were used to select the studies and report on the findings of the
research.
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2.4 Chapter Summary

Psychologists study the behavior of both humans and animals in order to
understand and improve the quality of human lives.

Psychological research may be either basic or applied in orientation. Basic research
and applied research inform each other, and advances in science occur more
rapidly when both types of research are conducted.

The results of psychological research are reported primarily in research reports in
scientific journals. These research reports have been evaluated, critiqued, and
improved by other scientists through the process of peer review.

The methods used by scientists have developed over many years and provide a
common framework through which information can be collected, organized, and
shared.

The scientific method is the set of assumptions, rules, and procedures that
scientists use to conduct research. In addition to requiring that science be
empirical, the scientific method demands that the procedures used be objective, or
free from personal bias.

Scientific findings are organized by theories, which are used to summarize and
make new predictions, but theories are usually framed too broadly to be tested in a
single experiment. Therefore, scientists normally use the research hypothesis as a
basis for their research.

Scientists use operational definitions to turn the ideas of interest—conceptual
variables—into measured variables.

Decisions about whether psychological research using human and animals is ethical
are made using established ethical codes developed by scientific organizations and
on the basis of judgments made by the local Institutional Review Board. These
decisions are made through a cost-benefit analysis, in which the costs are compared
to the benefits. If the potential costs of the research appear to outweigh any
potential benefits that might come from it, then the research should not proceed.
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2.4 Chapter Summary

Descriptive research is designed to provide a snapshot of the current state of
affairs. Descriptive research allows the development of questions for further study
but does not assess relationships among variables. The results of descriptive
research projects are analyzed using descriptive statistics.

Correlational research assesses the relationships between and among two or more
variables. It allows making predictions but cannot be used to draw inferences about
the causal relationships between and among the variables. Linear relationships
between variables are normally analyzed using the Pearson correlation coefficient.

The goal of experimental research is to assess the causal impact of one or more
experimental manipulations on a dependent variable. Because experimental
research creates initial equivalence among the participants in the different
experimental conditions, it allows drawing conclusions about the causal
relationships among variables. Experimental designs are not always possible
because many important variables cannot be experimentally manipulated.

Because all research has the potential for invalidity, research never “proves” a
theory or hypothesis.

Threats to construct validity involve potential inaccuracies in the measurement of
the conceptual variables.

Threats to statistical conclusion validity involve potential inaccuracies in the
statistical testing of the relationships among variables.

Threats to internal validity involve potential inaccuracies in assumptions about the
causal role of the independent variable on the dependent variable.

Threats to external validity involve potential inaccuracy regarding the generality of
observed findings.

Informed consumers of research are aware of the strengths of research but are also
aware of its potential limitations.
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Did a Neurological Disorder Cause a Musician to Compose Boléro and an Artist to
Paint It 66 Years Later?

In 1986 Anne Adams was working as a cell biologist at the University of Toronto in Ontario, Canada. She took a
leave of absence from her work to care for a sick child, and while she was away, she completely changed her
interests, dropping biology entirely and turning her attention to art. In 1994 she completed her painting
Unravelling Boléro, a translation of Maurice Ravel’s famous orchestral piece onto canvas. As you can see in Figure
3.1, this artwork is a filled with themes of repetition. Each bar of music is represented by a lacy vertical figure,
with the height representing volume, the shape representing note quality, and the color representing the
music’s pitch. Like Ravel’s music (see the video below), which is a hypnotic melody consisting of two melodial
themes repeated eight times over 340 musical bars, the theme in the painting repeats and builds, leading to a
dramatic change in color from blue to orange and pink, a representation of Boléro’s sudden and dramatic climax.

Figure 3.1
Unravelling Boléro

Adams’s depiction of Ravel’s
orchestral piece Boléro was
painted during the very early
phase of her illness in 1994.

Source: Photo courtesy of New
Scientist,
http://www.newscientist.com/
data/images/ns/cms/dn13599/
dn13599-1 567.jpg.

Maurice Ravel’s Composition Boléro (1928)

(click to see video)

This is a video clip of Maurice Ravel’s Boléro, composed in 1928 during the early phases of his illness.
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Shortly after finishing the painting, Adams began to experience behavioral problems, including increased
difficulty speaking. Neuroimages of Adams’s brain taken during this time show that regions in the front part of
her brain, which are normally associated with language processing, had begun to deteriorate, while at the same
time, regions of the brain responsible for the integration of information from the five senses were unusually
well developed (Seeley et al., 2008).Seeley, W. W., Matthews, B. R., Crawford, R. K., Gorno-Tempini, M. L., Foti, D.,
Mackenzie, I. R., & Miller, B. L. (2008). “Unravelling Boléro”: Progressive aphasia, transmodal creativity, and the
right posterior neocortex. Brain, 131(1), 39-49. The deterioration of the frontal cortex is a symptom of
frontotemporal dementia, a disease that is associated with changes in artistic and musical tastes and skills (Miller,
Boone, Cummings, Read, & Mishkin, 2000),Miller, B. L., Boone, K., Cummings, J. L., Read, S. L., & Mishkin, F.
(2000). Functional correlates of musical and visual ability in frontotemporal dementia. British Journal of
Psychiatry, 176, 458-463. as well as with an increase in repetitive behaviors (Aldhous, 2008).Aldhous, P. (2008,
April 7). “Boléro”: Beautiful symptom of a terrible disease. New Scientist. Retrieved from
http://www.newscientist.com/article/dn13599-bolero-beautiful-symptom-of-a-terrible-disease.html

What Adams did not know at the time was that her brain may have been undergoing the same changes that
Ravel’s had undergone 66 years earlier. In fact, it appears that Ravel may have suffered from the same
neurological disorder. Ravel composed Boléro at age 53, when he himself was beginning to show behavioral
symptoms that were interfering with his ability to move and speak. Scientists have concluded, based on an
analysis of his written notes and letters, that Ravel was also experiencing the effects of frontotemporal dementia
(Amaducci, Grassi, & Boller, 2002).Amaducci, L., Grassi, E., & Boller, F. (2002). Maurice Ravel and right-
hemisphere musical creativity: Influence of disease on his last musical works? European Journal of Neurology, 9(1),
75-82. If Adams and Ravel were both affected by the same disease, this could explain why they both became
fascinated with the repetitive aspects of their arts, and it would present a remarkable example of the influence
of our brains on behavior.

Every behavior begins with biology. Our behaviors, as well as our thoughts and
feelings, are produced by the actions of our brains, nerves, muscles, and glands. In
this chapter we will begin our journey into the world of psychology by considering
the biological makeup of the human being, including the most remarkable of
human organs—the brain. We’ll consider the structure of the brain and also the

1 A collection of hundreds of methods that psychologists use to study the brain and to understand how it works.

billions of specialized cells that

transmit information between
different parts of the body. We will see that the body is controlled by an information highway known as the

nervous system’, a collection of hundreds of billions of specialized and interconnected
cells through which messages are sent between the brain and the rest of the body. The
3. The nerves that link the CNSto | nervous system consists of the central nervous system (CNS)?, made up of the brain

2. The brain and the spinal cord.

the skin, muscles, and glands. and the spinal cord, and the peripheral nervous system (PNS)’, the neurons that link

4. The chemical regulator of the the CNS to our skin, muscles, and glands. And we will iee that our behavior is also
body, composed of the glands influenced in large part by the endocrine system®, the chemical regulator of the body
that secrete hormones. that consists of glands that secrete hormones.
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Although this chapter begins at a very low level of explanation, and although the
topic of study may seem at first to be far from the everyday behaviors that we all
engage in, a full understanding of the biology underlying psychological processes is
an important cornerstone of your new understanding of psychology. We will
consider throughout the chapter how our biology influences important human
behaviors, including our mental and physical health, our reactions to drugs, as well
as our aggressive responses and our perceptions of other people. This chapter is
particularly important for contemporary psychology because the ability to measure
biological aspects of behavior, including the structure and function of the human
brain, is progressing rapidly, and understanding the biological foundations of
behavior is an increasingly important line of psychological study.
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3.1 The Neuron Is the Building Block of the Nervous System

LEARNING OBJECTIVES

1. Describe the structure and functions of the neuron.
Draw a diagram of the pathways of communication within and between
neurons.

3. List three of the major neurotransmitters and describe their functions.

The nervous system is composed of more than 100 billion cells known as neurons. A
neuron’ is a cell in the nervous system whose function it is to receive and transmit
information. As you can see in Figure 3.2 "Components of the Neuron", neurons are
made up of three major parts: a cell body, or soma®, which contains the nucleus of the
cell and keeps the cell alive; a branching treelike fiber known as the dendrite’, which
collects information from other cells and sends the information to the soma; and a long,
segmented fiber known as the axon®, which transmits information away from the cell
body toward other neurons or to the muscles and glands.

Figure 3.2 Components of the Neuron

Terminal buttons
(form junctions
with other cells)

Cell body Dendrites
(soma) (receive messages .
from other cells) Dendrites
(from another
ﬂ neuron)
Axon /\
(passes messages away
5. One of the more than 100 frohm the cell body tol
11 . other neurons, muscles,
billion cells in the nervous orglands]

system.

6. The part of the neuron that
contains the nucleus of the cell

. Action potential
and that keeps the cell alive. (electrica signal
traveling down Myelin sheath
the axon) (covers the axon of some

7. The part of the neuron that heurons and helps speed
collects information from neural impulses)
other cells and sends the
information to the soma.

8. The part of the neuron that
transmits information away
from the cell body toward
other neurons.
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9.

10.

3.1 The Neuron Is the Building Block of the Nervous System

A layer of fatty tissue
surrounding the axon of a
neuron that acts as an
insulator and allows faster
transmission of the electrical
signal.

A state in which the interior of
the neuron contains a greater
number of negatively charged
ions than does the area outside
the cell.

Some neurons have hundreds or even thousands of
dendrites, and these dendrites may themselves be
branched to allow the cell to receive information from
thousands of other cells. The axons are also specialized,
and some, such as those that send messages from the
spinal cord to the muscles in the hands or feet, may be
very long—even up to several feet in length. To improve
the speed of their communication, and to keep their
electrical charges from shorting out with other neurons,
axons are often surrounded by a myelin sheath. The
myelin sheath’ is a layer of fatty tissue surrounding the
axon of a neuron that both acts as an insulator and allows
faster transmission of the electrical signal. Axons branch
out toward their ends, and at the tip of each branch is a
terminal button.

Figure 3.3

The nervous system, including
the brain, is made up of billions
of interlinked neurons. This vast
interconnected web is responsible
for all human thinking, feeling,
and behavior.

Neurons Communicate Using Electricity and
Chemicals

Source: Photo courtesy of GE
Healthcare,
http://www.flickr.com/photos/
gehealthcare/4253587827/.

The nervous system operates using an electrochemical

process (see Note 3.12 "Video Clip: The Electrochemical

Action of the Neuron"). An electrical charge moves

through the neuron itself and chemicals are used to

transmit information between neurons. Within the neuron, when a signal is
received by the dendrites, is it transmitted to the soma in the form of an electrical
signal, and, if the signal is strong enough, it may then be passed on to the axon and
then to the terminal buttons. If the signal reaches the terminal buttons, they are
signaled to emit chemicals known as neurotransmitters, which communicate with
other neurons across the spaces between the cells, known as synapses.

Video Clip: The Electrochemical Action of the Neuron

(click to see video)

This video clip shows a model of the electrochemical action of the neuron and neurotransmitters.

The electrical signal moves through the neuron as a result of changes in the
electrical charge of the axon. Normally, the axon remains in the resting
potential'®, a state in which the interior of the neuron contains a greater number of
negatively charged ions than does the area outside the cell. When the segment of the
axon that is closest to the cell body is stimulated by an electrical signal from the
dendrites, and if this electrical signal is strong enough that it passes a certain level
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11. A change in electrical charge
that occurs in a neuron when a
nerve impulse is transmitted.

12. The break in the myelin sheath
of a nerve fiber.

or threshold, the cell membrane in this first segment opens its gates, allowing
positively charged sodium ions that were previously kept out to enter. This change
in electrical charge that occurs in a neuron when a nerve impulse is transmitted is known
as the action potential''. Once the action potential occurs, the number of positive
ions exceeds the number of negative ions in this segment, and the segment
temporarily becomes positively charged.

As you can see in Figure 3.4 "The Myelin Sheath and the Nodes of Ranvier", the
axon is segmented by a series of breaks between the sausage-like segments of the myelin
sheath. Each of these gaps is a node of Ranvier'. The electrical charge moves down
the axon from segment to segment, in a set of small jumps, moving from node to
node. When the action potential occurs in the first segment of the axon, it quickly
creates a similar change in the next segment, which then stimulates the next
segment, and so forth as the positive electrical impulse continues all the way down
to the end of the axon. As each new segment becomes positive, the membrane in
the prior segment closes up again, and the segment returns to its negative resting
potential. In this way the action potential is transmitted along the axon, toward the
terminal buttons. The entire response along the length of the axon is very fast—it
can happen up to 1,000 times each second.

Figure 3.4 The Myelin Sheath and the Nodes of Ranvier

Axon Nodes of Ranvier

1 3/\3 -

Myelin sheath

The myelin sheath wraps around the axon but also leaves small gaps called the nodes of Ranvier. The action
potential jumps from node to node as it travels down the axon.

An important aspect of the action potential is that it operates in an all or nothing
manner. What this means is that the neuron either fires completely, such that the
action potential moves all the way down the axon, or it does not fire at all. Thus
neurons can provide more energy to the neurons down the line by firing faster but
not by firing more strongly. Furthermore, the neuron is prevented from repeated
firing by the presence of a refractory period—a brief time after the firing of the axon
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13. The small gap between neurons
across which nerve impulses
are transmitted.

14. A chemical that relays signals
across the synapses between
neurons.

in which the axon cannot fire again because the neuron has not yet returned to its
resting potential.

Neurotransmitters: The Body’s Chemical Messengers

Not only do the neural signals travel via electrical charges within the neuron, but
they also travel via chemical transmission between the neurons. Neurons are
separated by junction areas known as synapses'’, areas where the terminal buttons at
the end of the axon of one neuron nearly, but don’t quite, touch the dendrites of another.
The synapses provide a remarkable function because they allow each axon to
communicate with many dendrites in neighboring cells. Because a neuron may have
synaptic connections with thousands of other neurons, the communication links
among the neurons in the nervous system allow for a highly sophisticated
communication system.

When the electrical impulse from the action potential reaches the end of the axon,
it signals the terminal buttons to release neurotransmitters into the synapse. A
neurotransmitter'® is a chemical that relays signals across the synapses between
neurons. Neurotransmitters travel across the synaptic space between the terminal
button of one neuron and the dendrites of other neurons, where they bind to the
dendrites in the neighboring neurons. Furthermore, different terminal buttons
release different neurotransmitters, and different dendrites are particularly
sensitive to different neurotransmitters. The dendrites will admit the
neurotransmitters only if they are the right shape to fit in the receptor sites on the
receiving neuron. For this reason, the receptor sites and neurotransmitters are
often compared to a lock and key (Figure 3.5 "The Synapse").
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15. The process in which the
neurotransmitters in the
synapse are reabsorbed into
the transmitting terminal
buttons.

Figure 3.5 The Synapse
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When the nerve impulse reaches the terminal button, it triggers the release of neurotransmitters into the synapse.
The neurotransmitters fit into receptors on the receiving dendrites in the manner of a lock and key.

When neurotransmitters are accepted by the receptors on the receiving neurons
their effect may be either excitatory (i.e., they make the cell more likely to fire) or
inhibitory (i.e., they make the cell less likely to fire). Furthermore, if the receiving
neuron is able to accept more than one neurotransmitter, then it will be influenced
by the excitatory and inhibitory processes of each. If the excitatory effects of the
neurotransmitters are greater than the inhibitory influences of the
neurotransmitters, the neuron moves closer to its firing threshold, and if it reaches
the threshold, the action potential and the process of transferring information
through the neuron begins.

Neurotransmitters that are not accepted by the receptor sites must be removed
from the synapse in order for the next potential stimulation of the neuron to
happen. This process occurs in part through the breaking down of the
neurotransmitters by enzymes, and in part through reuptake', a process in which
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16. A drug that has chemical
properties similar to a

particular neurotransmitter
and thus mimics the effects of

the neurotransmitter.

17. A drug that reduces or stops

the normal effects of a
neurotransmitter.

neurotransmitters that are in the synapse are reabsorbed into the transmitting terminal
buttons, ready to again be released after the neuron fires.

More than 100 chemical substances produced in the body have been identified as
neurotransmitters, and these substances have a wide and profound effect on
emotion, cognition, and behavior. Neurotransmitters regulate our appetite, our
memory, our emotions, as well as our muscle action and movement. And as you can
see in Table 3.1 "The Major Neurotransmitters and Their Functions", some
neurotransmitters are also associated with psychological and physical diseases.

Drugs that we might ingest—either for medical reasons or recreationally—can act
like neurotransmitters to influence our thoughts, feelings, and behavior. An
agonist'® is a drug that has chemical properties similar to a particular neurotransmitter
and thus mimics the effects of the neurotransmitter. When an agonist is ingested, it
binds to the receptor sites in the dendrites to excite the neuron, acting as if more of
the neurotransmitter had been present. As an example, cocaine is an agonist for the
neurotransmitter dopamine. Because dopamine produces feelings of pleasure when
it is released by neurons, cocaine creates similar feelings when it is ingested. An
antagonist'’ is a drug that reduces or stops the normal effects of a neurotransmitter.
When an antagonist is ingested, it binds to the receptor sites in the dendrite,
thereby blocking the neurotransmitter. As an example, the poison curare is an
antagonist for the neurotransmitter acetylcholine. When the poison enters the
brain, it binds to the dendrites, stops communication among the neurons, and
usually causes death. Still other drugs work by blocking the reuptake of the
neurotransmitter itself—when reuptake is reduced by the drug, more
neurotransmitter remains in the synapse, increasing its action.

Table 3.1 The Major Neurotransmitters and Their Functions

Neurotransmitter Description and Notes
function
Acetylcholine A common Alzheimer’s disease is associated with an

(Ach) neurotransmitter used in | undersupply of acetylcholine. Nicotine is
the spinal cord and an agonist that acts like acetylcholine.
motor neurons to
stimulate muscle
contractions. It’s also
used in the brain to
regulate memory,
sleeping, and dreaming.

Dopamine Involved in movement, | Schizophrenia is linked to increases in
motivation, and emotion, | dopamine, whereas Parkinson’s disease is
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Dopamine produces
feelings of pleasure when
released by the brain’s
reward system, and it’s
also involved in learning.

linked to reductions in dopamine (and
dopamine agonists may be used to treat
it).

Endorphins

Released in response to
behaviors such as
vigorous exercise,
orgasm, and eating spicy
foods.

Endorphins are natural pain relievers.
They are related to the compounds found
in drugs such as opium, morphine, and
heroin. The release of endorphins creates
the runner’s high that is experienced after
intense physical exertion.

GABA (gamma-
aminobutyric acid)

The major inhibitory
neurotransmitter in the
brain.

A lack of GABA can lead to involuntary
motor actions, including tremors and
seizures. Alcohol stimulates the release of
GABA, which inhibits the nervous system
and makes us feel drunk. Low levels of
GABA can produce anxiety, and GABA
agonists (tranquilizers) are used to reduce
anxiety.

Glutamate

The most common
neurotransmitter, it’s
released in more than
90% of the brain’s
synapses. Glutamate is
found in the food
additive MSG
(monosodium
glutamate).

Excess glutamate can cause
overstimulation, migraines and seizures.

Serotonin

Involved in many
functions, including
mood, appetite, sleep,
and aggression.

Low levels of serotonin are associated with
depression, and some drugs designed to
treat depression (known as selective
serotonin reuptake inhibitors, or SSRIs)
serve to prevent their reuptake.
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KEY TAKEAWAYS

» The central nervous system (CNS) is the collection of neurons that make
up the brain and the spinal cord.

+ The peripheral nervous system (PNS) is the collection of neurons that
link the CNS to our skin, muscles, and glands.

* Neurons are specialized cells, found in the nervous system, which
transmit information. Neurons contain a dendrite, a soma, and an axon.

« Some axons are covered with a fatty substance known as the myelin
sheath, which surrounds the axon, acting as an insulator and allowing
faster transmission of the electrical signal

« The dendrite is a treelike extension that receives information from
other neurons and transmits electrical stimulation to the soma.

* The axon is an elongated fiber that transfers information from the soma
to the terminal buttons.

« Neurotransmitters relay information chemically from the terminal
buttons and across the synapses to the receiving dendrites using a type
of lock and key system.

* The many different neurotransmitters work together to influence
cognition, memory, and behavior.

« Agonists are drugs that mimic the actions of neurotransmitters, whereas
antagonists are drugs that block the action of neurotransmitters.

EXERCISES AND CRITICAL THINKING

1. Draw a picture of a neuron and label its main parts.

2. Imagine an action that you engage in every day and explain how
neurons and neurotransmitters might work together to help you engage
in that action.
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3.2 Our Brains Control Our Thoughts, Feelings, and Behavior

LEARNING OBJECTIVES

1. Describe the structures and function of the “old brain” and its influence
on behavior.

2. Explain the structure of the cerebral cortex (its hemispheres and lobes)
and the function of each area of the cortex.

3. Define the concepts of brain plasticity, neurogenesis, and brain
lateralization.

If you were someone who understood brain anatomy and were to look at the brain
of an animal that you had never seen before, you would nevertheless be able to
deduce the likely capacities of the animal. This is because the brains of all animals
are very similar in overall form. In each animal the brain is layered, and the basic
structures of the brain are similar (see Figure 3.6 "The Major Structures in the
Human Brain"). The innermost structures of the brain—the parts nearest the spinal
cord—are the oldest part of the brain, and these areas carry out the same the
functions they did for our distant ancestors. The “old brain” regulates basic survival
functions, such as breathing, moving, resting, and feeding, and creates our
experiences of emotion. Mammals, including humans, have developed further brain
layers that provide more advanced functions—for instance, better memory, more
sophisticated social interactions, and the ability to experience emotions. Humans
have a very large and highly developed outer layer known as the cerebral cortex (see
Figure 3.7 "Cerebral Cortex"), which makes us particularly adept at these processes.
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Figure 3.6 The Major Structures in the Human Brain

Parietal
lobe

Corpus callosum

Spinal cord

The major brain parts are colored and labeled.

Source: Adapted from Camazine, S. (n.d.). Images of the brain. Medical, science, and nature things: Photography and

digital imagery by Scott Camazine. Retrieved from http://www.scottcamazine.com/photos/brain/pages/

09MRIBrain_jpg.htm.
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19.

20.
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. The oldest and innermost

region of the brain, it serves to
control the most basic
functions of life, including
breathing, attention, and
motor responses.

The area of the brain stem that
controls heart rate and
breathing.

A structure in the brain stem
that helps control the
movements of the body,
playing a particularly
important role in balance and
walking.

Figure 3.7 Cerebral Cortex

Cerebral cortex

Corpus callosum

Cerebellum

Medulla

Humans have a very large and highly developed outer brain layer known as the cerebral cortex. The cortex provides
humans with excellent memory, outstanding cognitive skills, and the ability to experience complex emotions.

Source: Adapted from Wikia Education. (n.d.). Cerebral cortex. Retrieved from http://psychology.wikia.com/wiki/

Cerebral cortex.

The 0ld Brain: Wired for Survival

The brain stem'® is the oldest and innermost region of the brain. It’s designed to control
the most basic functions of life, including breathing, attention, and motor responses
(Figure 3.8 "The Brain Stem and the Thalamus"). The brain stem begins where the
spinal cord enters the skull and forms the medulla', the area of the brain stem that
controls heart rate and breathing. In many cases the medulla alone is sufficient to
maintain life—animals that have the remainder of their brains above the medulla
severed are still able to eat, breathe, and even move. The spherical shape above the
medulla is the pons®, a structure in the brain stem that helps control the movements of
the body, playing a particularly important role in balance and walking.
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21. A long, narrow network of
neurons that runs through the
medulla and the pons.

22. The egg-shaped structure
above the brain stem that
filters sensory information
coming up from the spinal cord
and relays signals to the higher
brain levels.

Running through the medulla and the pons is a long, narrow network of neurons known as
the reticular formation®'. The job of the reticular formation is to filter out some of
the stimuli that are coming into the brain from the spinal cord and to relay the
remainder of the signals to other areas of the brain. The reticular formation also
plays important roles in walking, eating, sexual activity, and sleeping. When
electrical stimulation is applied to the reticular formation of an animal, it
immediately becomes fully awake, and when the reticular formation is severed
from the higher brain regions, the animal falls into a deep coma.

Figure 3.8 The Brain Stem and the Thalamus
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The brain stem is an extension of the spinal cord, including the medulla, the pons, the thalamus, and the reticular
formation.

Above the brain stem are other parts of the old brain that also are involved in the
processing of behavior and emotions (see Figure 3.9 "The Limbic System"). The
thalamus® is the egg-shaped structure above the brain stem that applies still more
filtering to the sensory information that is coming up from the spinal cord and through the
reticular formation, and it relays some of these remaining signals to the higher brain levels
(Guillery & Sherman, 2002).Sherman, S. M., & Guillery, R. W. (2006). Exploring the
thalamus and its role in cortical function (2nd ed.). Cambridge, MA: MIT Press. The
thalamus also receives some of the higher brain’s replies, forwarding them to the
medulla and the cerebellum. The thalamus is also important in sleep because it
shuts off incoming signals from the senses, allowing us to rest.
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Figure 3.9 The Limbic System

Hypothalamus

Pituitary gland Amygdala

Hippocampus

This diagram shows the major parts of the limbic system, as well as the pituitary gland, which is controlled by it.

The cerebellum? (literally, “little brain”) consists of two wrinkled ovals behind the
brain stem. It functions to coordinate voluntary movement. People who have damage to
the cerebellum have difficulty walking, keeping their balance, and holding their
hands steady. Consuming alcohol influences the cerebellum, which is why people
who are drunk have more difficulty walking in a straight line. Also, the cerebellum
contributes to emotional responses, helps us discriminate between different sounds
and textures, and is important in learning (Bower & Parsons, 2003).Bower, J. M., &
Parsons, J. M. (2003). Rethinking the lesser brain. Scientific American, 289, 50-57.

23. Two wrinkled ovals located Whereas the primary function of the brain stem is to regulate the most basic

behind the brain stem that aspects of life, including motor functions, the limbic system is largely responsible for
function to coordinate memory and emotions, including our responses to reward and punishment. The
voluntary movement. limbic system®* is a brain area, located between the brain stem and the two cerebral

24. A brain area located between hemispheres, that governs emotion and memory. It includes the amygdala, the
the brain stem and the two hypothalamus, and the hippocampus.

cerebral hemispheres that
governs emotion and memory.
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25. A region of the old brain

primarily responsible for
regulating our perceptions of,
and reactions to, aggression
and fear.

26. A brain structure that

performs a variety of
functions, including the
regulation of hunger and
sexual behavior, as well as
linking the nervous system to
the endocrine system via the
pituitary gland.
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The amygdala® consists of two “almond-shaped” clusters (amygdala comes from the Latin
word for “almond”) and is primarily responsible for regulating our perceptions of, and
reactions to, aggression and fear. The amygdala has connections to other bodily
systems related to fear, including the sympathetic nervous system (which we will
see later is important in fear responses), facial responses (which perceive and
express emotions), the processing of smells, and the release of neurotransmitters
related to stress and aggression (Best, 2009).Best, B. (2009). The amygdala and the
emotions. In Anatomy of the mind (chap. 9). Retrieved from Welcome to the World of
Ben Best website: http://www.benbest.com/science/anatmind/anatmd9.html In
one early study, Kliiver and Bucy (1939)Kliiver, H., & Bucy, P. C. (1939). Preliminary
analysis of functions of the temporal lobes in monkeys. Archives of Neurology &
Psychiatry (Chicago), 42, 979-1000. damaged the amygdala of an aggressive rhesus
monkey. They found that the once angry animal immediately became passive and
no longer responded to fearful situations with aggressive behavior. Electrical
stimulation of the amygdala in other animals also influences aggression. In addition
to helping us experience fear, the amygdala also helps us learn from situations that
create fear. When we experience events that are dangerous, the amygdala
stimulates the brain to remember the details of the situation so that we learn to
avoid it in the future (Sigurdsson, Doyére, Cain, & LeDoux, 2007).Sigurdsson, T.,
Doyere, V., Cain, C. K., & LeDoux, J. E. (2007). Long-term potentiation in the
amygdala: A cellular mechanism of fear learning and memory. Neuropharmacology,
52(1), 215-227.

Located just under the thalamus (hence its name) the hypothalamus® is a brain
structure that contains a number of small areas that perform a variety of functions,
including the important role of linking the nervous system to the endocrine system via the
pituitary gland. Through its many interactions with other parts of the brain, the
hypothalamus helps regulate body temperature, hunger, thirst, and sex, and
responds to the satisfaction of these needs by creating feelings of pleasure. Olds and
Milner (1954)0lds, J., & Milner, P. (1954). Positive reinforcement produced by
electrical stimulation of septal area and other regions of rat brain. Journal of
Comparative and Physiological Psychology, 47, 419-427. discovered these reward
centers accidentally after they had momentarily stimulated the hypothalamus of a
rat. The researchers noticed that after being stimulated, the rat continued to move
to the exact spot in its cage where the stimulation had occurred, as if it were trying
to re-create the circumstances surrounding its original experience. Upon further
research into these reward centers, Olds (1958)0lds, J. (1958). Self-stimulation of the
brain: Its use to study local effects of hunger, sex, and drugs. Science, 127, 315-324.
discovered that animals would do almost anything to re-create enjoyable
stimulation, including crossing a painful electrified grid to receive it. In one
experiment a rat was given the opportunity to electrically stimulate its own
hypothalamus by pressing a pedal. The rat enjoyed the experience so much that it
pressed the pedal more than 7,000 times per hour until it collapsed from sheer
exhaustion.

3.2 Our Brains Control Our Thoughts, Feelings, and Behavior 119


http://www.benbest.com/science/anatmind/anatmd9.html

Chapter 3 Brains, Bodies, and Behavior

27.

28.

29.
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A limbic system brain structure
important in storing
information in long-term
memory.

The outer bark-like layer of the
brain that allows us to so
successfully use language,
acquire complex skills, create
tools, and live in social groups.

Cells that surround and link to
the neurons, protecting them,
providing them with nutrients,
and absorbing unused
neurotransmitters.

The hippocampus®’ consists of two “horns” that curve back from the amygdala. The
hippocampus is important in storing information in long-term memory. If the
hippocampus is damaged, a person cannot build new memories, living instead in a
strange world where everything he or she experiences just fades away, even while
older memories from the time before the damage are untouched.

The Cerebral Cortex Creates Consciousness and Thinking

All animals have adapted to their environments by developing abilities that help
them survive. Some animals have hard shells, others run extremely fast, and some
have acute hearing. Human beings do not have any of these particular
characteristics, but we do have one big advantage over other animals—we are very,
very smart.

You might think that we should be able to determine the intelligence of an animal
by looking at the ratio of the animal’s brain weight to the weight of its entire body.
But this does not really work. The elephant’s brain is one thousandth of its weight,
but the whale’s brain is only one ten-thousandth of its body weight. On the other
hand, although the human brain is one 60th of its body weight, the mouse’s brain
represents one fortieth of its body weight. Despite these comparisons, elephants do
not seem 10 times smarter than whales, and humans definitely seem smarter than
mice.

The key to the advanced intelligence of humans is not found in the size of our
brains. What sets humans apart from other animals is our larger cerebral
cortex”®—the outer bark-like layer of our brain that allows us to so successfully use
language, acquire complex skills, create tools, and live in social groups (Gibson,
2002).Gibson, K. R. (2002). Evolution of human intelligence: The roles of brain size
and mental construction. Brain Behavior and Evolution 59, 10-20. In humans, the
cerebral cortex is wrinkled and folded, rather than smooth as it is in most other
animals. This creates a much greater surface area and size, and allows increased
capacities for learning, remembering, and thinking. The folding of the cerebral
cortex is referred to as corticalization.

Although the cortex is only about one tenth of an inch thick, it makes up more than
80% of the brain’s weight. The cortex contains about 20 billion nerve cells and 300
trillion synaptic connections (de Courten-Myers, 1999).de Courten-Myers, G. M.
(1999). The human cerebral cortex: Gender differences in structure and function.
Journal of Neuropathology and Experimental Neurology, 58, 217-226. Supporting all these
neurons are billions more glial cells (glia)*’, cells that surround and link to the
neurons, protecting them, providing them with nutrients, and absorbing unused
neurotransmitters. The glia come in different forms and have different functions. For
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30.

31.

32.

33.
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One of the four brain lobes,
responsible primarily for
thinking, planning, memory,
and judgment.

One of the four brain lobes,
responsible primarily for
processing information about
touch.

One of the four brain lobes,
responsible primarily for

processing visual information.

One of the four brain lobes,
responsible primarily for
hearing and language.

instance, the myelin sheath surrounding the axon of many neurons is a type of glial
cell. The glia are essential partners of neurons, without which the neurons could
not survive or function (Miller, 2005).Miller, G. (2005). Neuroscience: The dark side
of glia. Science, 308(5723), 778-781.

The cerebral cortex is divided into two hemispheres, and each hemisphere is divided
into four lobes, each separated by folds known as fissures. If we look at the cortex
starting at the front of the brain and moving over the top (see Figure 3.10 "The Two
Hemispheres"), we see first the frontal lobe’® (behind the forehead), which is
responsible primarily for thinking, planning, memory, and judgment. Following the
frontal lobe is the parietal lobe®!, which extends from the middle to the back of the skull
and which is responsible primarily for processing information about touch. Then comes
the occipital lobe’?, at the very back of the skull, which processes visual information.
Finally, in front of the occipital lobe (pretty much between the ears) is the
temporal lobe™, responsible primarily for hearing and language.

Figure 3.10 The Two Hemispheres
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The brain is divided into two hemispheres (left and right), each of which has four lobes (temporal, frontal, occipital,
and parietal). Furthermore, there are specific cortical areas that control different processes.

Functions of the Cortex

When the German physicists Gustav Fritsch and Eduard Hitzig (1870/2009)Fritsch,
G., & Hitzig, E. (2009). Electric excitability of the cerebrum (Uber die Elektrische
erregbarkeit des Grosshirns). Epilepsy & Behavior, 15(2), 123-130. (Original work
published 1870) applied mild electric stimulation to different parts of a dog’s cortex,
they discovered that they could make different parts of the dog’s body move.
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Furthermore, they discovered an important and unexpected principle of brain
activity. They found that stimulating the right side of the brain produced
movement in the left side of the dog’s body, and vice versa. This finding follows
from a general principle about how the brain is structured, called contralateral
control. The brain is wired such that in most cases the left hemisphere receives
sensations from and controls the right side of the body, and vice versa.

Fritsch and Hitzig also found that the movement that followed the brain
stimulation only occurred when they stimulated a specific arch-shaped region that
runs across the top of the brain from ear to ear, just at the front of the parietal lobe
(see Figure 3.11 "The Sensory Cortex and the Motor Cortex"). Fritsch and Hitzig had
discovered the motor cortex®*, the part of the cortex that controls and executes
movements of the body by sending signals to the cerebellum and the spinal cord. More
recent research has mapped the motor cortex even more fully, by providing mild
electronic stimulation to different areas of the motor cortex in fully conscious
patients while observing their bodily responses (because the brain has no sensory
receptors, these patients feel no pain). As you can see in Figure 3.11 "The Sensory
Cortex and the Motor Cortex", this research has revealed that the motor cortex is
specialized for providing control over the body, in the sense that the parts of the
body that require more precise and finer movements, such as the face and the
hands, also are allotted the greatest amount of cortical space.

Figure 3.11 The Sensory Cortex and the Motor Cortex
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controls and executes
movements of the body by
sending signals to the
cerebellum and the spinal cord.
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An area just behind and
parallel to the motor cortex at
the back of the frontal lobe
that receives information from
the skin’s sensory receptors
and the movements of
different body parts.

The area located in the
occipital lobe that processes
visual information.

The area located in the
temporal lobe that is
responsible for hearing and
language.

Brain regions in which sensory
and motor information is
combined and associated with
stored knowledge.

The portion of the sensory and motor cortex devoted to receiving messages that control specific regions of the body
is determined by the amount of fine movement that area is capable of performing. Thus the hand and fingers have
as much area in the cerebral cortex as does the entire trunk of the body.

Just as the motor cortex sends out messages to the specific parts of the body, the
somatosensory cortex’’, an area just behind and parallel to the motor cortex at the back
of the frontal lobe, receives information from the skin’s sensory receptors and the
movements of different body parts. Again, the more sensitive the body region, the
more area is dedicated to it in the sensory cortex. Our sensitive lips, for example,
occupy a large area in the sensory cortex, as do our fingers and genitals.

Other areas of the cortex process other types of sensory information. The visual
cortex’’ is the area located in the occipital lobe (at the very back of the brain) that
processes visual information. If you were stimulated in the visual cortex, you would
see flashes of light or color, and perhaps you remember having had the experience
of “seeing stars” when you were hit in, or fell on, the back of your head. The
temporal lobe, located on the lower side of each hemisphere, contains the auditory
cortex’’, which is responsible for hearing and language. The temporal lobe also
processes some visual information, providing us with the ability to name the objects
around us (Martin, 2007).Martin, A. (2007). The representation of object concepts in
the brain. Annual Review of Psychology, 58, 25-45.

As you can see in Figure 3.11 "The Sensory Cortex and the Motor Cortex", the motor
and sensory areas of the cortex account for a relatively small part of the total
cortex. The remainder of the cortex is made up of association areas® in which
sensory and motor information is combined and associated with our stored knowledge.
These association areas are the places in the brain that are responsible for most of
the things that make human beings seem human. The association areas are involved
in higher mental functions, such as learning, thinking, planning, judging, moral
reflecting, figuring, and spatial reasoning.

The Brain Is Flexible: Neuroplasticity

The control of some specific bodily functions, such as movement, vision, and
hearing, is performed in specified areas of the cortex, and if these areas are
damaged, the individual will likely lose the ability to perform the corresponding
function. For instance, if an infant suffers damage to facial recognition areas in the
temporal lobe, it is likely that he or she will never be able to recognize faces (Farah,
Rabinowitz, Quinn, & Liu, 2000).Farah, M. J., Rabinowitz, C., Quinn, G. E., & Liu, G. T.
(2000). Early commitment of neural substrates for face recognition. Cognitive
Neuropsychology, 17(1-3), 117-123. On the other hand, the brain is not divided up in
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39. The brain’s ability to change its
structure and function in
response to experience or
damage.

40. The forming of new neurons

an entirely rigid way. The brain’s neurons have a remarkable capacity to reorganize
and extend themselves to carry out particular functions in response to the needs of
the organism, and to repair damage. As a result, the brain constantly creates new
neural communication routes and rewires existing ones. Neuroplasticity*” refers to
the brain’s ability to change its structure and function in response to experience or damage.
Neuroplasticity enables us to learn and remember new things and adjust to new
experiences.

Our brains are the most “plastic” when we are young children, as it is during this
time that we learn the most about our environment. On the other hand,
neuroplasticity continues to be observed even in adults (Kolb & Fantie, 1989).Kolb,
B., & Fantie, B. (1989). Development of the child’s brain and behavior. In C. R.
Reynolds & E. Fletcher-Janzen (Eds.), Handbook of clinical child neuropsychology (pp.
17-39). New York, NY: Plenum Press. The principles of neuroplasticity help us
understand how our brains develop to reflect our experiences. For instance,
accomplished musicians have a larger auditory cortex compared with the general
population (Bengtsson et al., 2005)Bengtsson, S. L., Nagy, Z., Skare, S., Forsman, L.,
Forssberg, H., & Ullén, F. (2005). Extensive piano practicing has regionally specific
effects on white matter development. Nature Neuroscience, 8(9), 1148-1150. and also
require less neural activity to move their fingers over the keys than do novices
(Miinte, Altenmiiller, & Jincke, 2002).Miinte, T. F., Altenmiiller, E., & Jancke, L.
(2002). The musician’s brain as a model of neuroplasticity. Nature Reviews
Neuroscience, 3(6), 473-478. These observations reflect the changes in the brain that
follow our experiences.

Plasticity is also observed when there is damage to the brain or to parts of the body
that are represented in the motor and sensory cortexes. When a tumor in the left
hemisphere of the brain impairs language, the right hemisphere will begin to
compensate to help the person recover the ability to speak (Thiel et al., 2006).Thiel,
A., Habedank, B., Herholz, K., Kessler, J., Winhuisen, L., Haupt, W. F., & Heiss, W. D.
(2006). From the left to the right: How the brain compensates progressive loss of
language function. Brain and Language, 98(1), 57-65. And if a person loses a finger,
the area of the sensory cortex that previously received information from the
missing finger will begin to receive input from adjacent fingers, causing the
remaining digits to become more sensitive to touch (Fox, 1984).Fox, J. L. (1984). The
brain’s dynamic way of keeping in touch. Science, 225(4664), 820-821.

Although neurons cannot repair or regenerate themselves as skin or blood vessels
can, new evidence suggests that the brain can engage in neurogenesis*, the forming
of new neurons (Van Praag, Zhao, Gage, & Gazzaniga, 2004).Van Praag, H., Zhao, X.,
Gage, F. H., & Gazzaniga, M. S. (2004). Neurogenesis in the adult mammalian brain.
In The cognitive neurosciences (3rd ed., pp. 127-137). Cambridge, MA: MIT Press.
These new neurons originate deep in the brain and may then migrate to other brain
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areas where they form new connections with other neurons (Gould, 2007).Gould, E.
(2007). How widespread is adult neurogenesis in mammals? Nature Reviews
Neuroscience 8, 481-488. d0i:10.1038/nrn2147 This leaves open the possibility that
someday scientists might be able to “rebuild” damaged brains by creating drugs
that help grow neurons.
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Research Focus: Identifying the Unique Functions of the
Left and Right Hemispheres Using Split-Brain Patients

We have seen that the left hemisphere of the brain primarily senses and
controls the motor movements on the right side of the body, and vice versa.
This fact provides an interesting way to study brain lateralization*'—the idea
that the left and the right hemispheres of the brain are specialized to perform different
functions. Gazzaniga, Bogen, and Sperry (1965)Gazzaniga, M. S., Bogen, J. E., &
Sperry, R. W. (1965). Observations on visual perception after disconnexion of
the cerebral hemispheres in man. Brain, 88(2), 221-236. studied a patient, known
as W. J., who had undergone an operation to relieve severe seizures. In this
surgery the region that normally connects the two halves of the brain and supports
communication between the hemispheres, known as the corpus callosum*, is
severed. As a result, the patient essentially becomes a person with two separate
brains. Because the left and right hemispheres are separated, each hemisphere
develops a mind of its own, with its own sensations, concepts, and motivations
(Gazzaniga, 2005).Gazzaniga, M. S. (2005). Forty-five years of split-brain
research and still going strong. Nature Reviews Neuroscience, 6(8), 653-659.

In their research, Gazzaniga and his colleagues tested the ability of W. J. to
recognize and respond to objects and written passages that were presented to
only the left or to only the right brain hemispheres (see Figure 3.12 "Visual and
Verbal Processing in the Split-Brain Patient"). The researchers had W. J. look
straight ahead and then flashed, for a fraction of a second, a picture of a
geometrical shape to the left of where he was looking. By doing so, they assured
that—because the two hemispheres had been separated—the image of the shape
was experienced only in the right brain hemisphere (remember that sensory
input from the left side of the body is sent to the right side of the brain).
Gazzaniga and his colleagues found that W. J. was able to identify what he had
been shown when he was asked to pick the object from a series of shapes, using
his left hand, but that he could not do this when the object was shown in the
right visual field. On the other hand, W. J. could easily read written material
presented in the right visual field (and thus experienced in the left hemisphere)
but not when it was presented in the left visual field.

41. The idea that the left and the
right hemispheres of the brain
are specialized to perform
different functions.

42. The region that connects the
two halves of the brain and
supports communication
between the hemispheres.
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Figure 3.12
Visual and Verbal Processing in the Split-Brain Patient
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Sample text for the
split-brain patient to
read. Text is presented
in this case in the left

visual field.

P
\ T ?ﬂ D
N N/

The information that is presented on the left side of our field of vision is transmitted to the right brain
hemisphere, and vice versa. In split-brain patients, the severed corpus callosum does not permit information
to be transferred between hemispheres, which allows researchers to learn about the functions of each
hemisphere. In the sample on the left, the split-brain patient could not choose which image had been
presented because the left hemisphere cannot process visual information. In the sample on the right the
patient could not read the passage because the right brain hemisphere cannot process language.

This research, and many other studies following it, has demonstrated that the
two brain hemispheres specialize in different abilities. In most people the
ability to speak, write, and understand language is located in the left
hemisphere. This is why W. J. could read passages that were presented on the
right side and thus transmitted to the left hemisphere, but could not read
passages that were only experienced in the right brain hemisphere. The left
hemisphere is also better at math and at judging time and rhythm. It is also
superior in coordinating the order of complex movements—for example, lip
movements needed for speech. The right hemisphere, on the other hand, has
only very limited verbal abilities, and yet it excels in perceptual skills. The right
hemisphere is able to recognize objects, including faces, patterns, and melodies,
and it can put a puzzle together or draw a picture. This is why W. J. could pick
out the image when he saw it on the left, but not the right, visual field.

Although Gazzaniga’s research demonstrated that the brain is in fact
lateralized, such that the two hemispheres specialize in different activities, this
does not mean that when people behave in a certain way or perform a certain
activity they are only using one hemisphere of their brains at a time. That
would be drastically oversimplifying the concept of brain differences. We
normally use both hemispheres at the same time, and the difference between
the abilities of the two hemispheres is not absolute (Soroker et al.,
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2005).Soroker, N., Kasher, A., Giora, R., Batori, G., Corn, C., Gil, M., & Zaidel, E.
(2005). Processing of basic speech acts following localized brain damage: A new
light on the neuroanatomy of language. Brain and Cognition, 57(2), 214-217.
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Psychology in Everyday Life: Why Are Some People Left-
Handed?

Across cultures and ethnic groups, about 90% of people are mainly right-
handed, whereas only 10% are primarily left-handed (Peters, Reimers, &
Manning, 2006).Peters, M., Reimers, S., & Manning, J. T. (2006). Hand preference
for writing and associations with selected demographic and behavioral
variables in 255,100 subjects: The BBC Internet study. Brain and Cognition, 62(2),
177-189. This fact is puzzling, in part because the number of left-handers is so
low, and in part because other animals, including our closest primate relatives,
do not show any type of handedness. The existence of right-handers and left-
handers provides an interesting example of the relationship among evolution,
biology, and social factors and how the same phenomenon can be understood at
different levels of analysis (Harris, 1990; McManus, 2002).Harris, L. J. (1990).
Cultural influences on handedness: Historical and contemporary theory and
evidence. In S. Coren (Ed.), Left-handedness: Behavioral implications and anomalies.
New York, NY: Elsevier; McManus, 1. C. (2002). Right hand, left hand: The origins of
asymmetry in brains, bodies, atoms, and cultures. Cambridge, MA: Harvard
University Press.

At least some handedness is determined by genetics. Ultrasound scans show
that 9 out of 10 fetuses suck the thumb of their right hand, suggesting that the
preference is determined before birth (Hepper, Wells, & Lynch, 2005),Hepper, P.
G., Wells, D. L., & Lynch, C. (2005). Prenatal thumb sucking is related to
postnatal handedness. Neuropsychologia, 43, 313-315.and the mechanism of
transmission has been linked to a gene on the X chromosome (Jones & Martin,
2000).Jones, G. V., & Martin, M. (2000). A note on Corballis (1997) and the
genetics and evolution of handedness: Developing a unified distributional
model from the sex-chromosomes gene hypothesis. Psychological Review, 107(1),
213-218. It has also been observed that left-handed people are likely to have
fewer children, and this may be in part because the mothers of left-handers are
more prone to miscarriages and other prenatal problems (McKeever, Cerone,
Suter, & Wu, 2000).McKeever, W. F., Cerone, L. J., Suter, P. J., & Wu, S. M. (2000).
Family size, miscarriage-proneness, and handedness: Tests of hypotheses of the
developmental instability theory of handedness. Laterality: Asymmetries of Body,
Brain, and Cognition, 5(2), 111-120.

But culture also plays a role. In the past, left-handed children were forced to
write with their right hands in many countries, and this practice continues,
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particularly in collectivistic cultures, such as India and Japan, where left-
handedness is viewed negatively as compared with individualistic societies,
such as the United States. For example, India has about half as many left-
handers as the United States (Ida & Mandal, 2003).1da, Y., & Mandal, M. K.
(2003). Cultural differences in side bias: Evidence from Japan and India.
Laterality: Asymmetries of Body, Brain, and Cognition, 8(2), 121-133.

There are both advantages and disadvantages to being left-handed in a world
where most people are right-handed. One problem for lefties is that the world
is designed for right-handers. Automatic teller machines (ATMs), classroom
desks, scissors, microscopes, drill presses, and table saws are just some
examples of everyday machinery that is designed with the most important
controls on the right side. This may explain in part why left-handers suffer
somewhat more accidents than do right-handers (Dutta & Mandal, 2006).Dutta,
T., & Mandal, M. K. (2006). Hand preference and accidents in India. Laterality:
Asymmetries of Body, Brain, and Cognition, 11, 368-372.

Despite the potential difficulty living and working in a world designed for
right-handers, there seem to be some advantages to being left-handed.
Throughout history, a number of prominent artists have been left-handed,
including Leonardo da Vinci, Michelangelo, Pablo Picasso, and Max Escher.
Because the right hemisphere is superior in imaging and visual abilities, there
may be some advantage to using the left hand for drawing or painting (Springer
& Deutsch, 1998).Springer, S. P., & Deutsch, G. (1998). Left brain, right brain:
Perspectives from cognitive neuroscience (5th ed.). A series of books in psychology.
New York, NY: W. H. Freeman/Times Books/Henry Holt & Co. Left-handed
people are also better at envisioning three-dimensional objects, which may
explain why there is such a high number of left-handed architects, artists, and
chess players in proportion to their numbers (Coren, 1992).Coren, S. (1992). The
left-hander syndrome: The causes and consequences of left-handedness. New York, NY:
Free Press. However, there are also more left-handers among those with
reading disabilities, allergies, and migraine headaches (Geschwind & Behan,
2007),Geschwind, N., & Behan, P. (2007). Left-handedness: Association with immune
disease, migraine, and developmental learning disorder. Cambridge, MA: MIT Press.
perhaps due to the fact that a small minority of left-handers owe their
handedness to a birth trauma, such as being born prematurely (Betancur,
Vélez, Cabanieu, & le Moal, 1990).Betancur, C., Vélez, A., Cabanieu, G., & le
Moal, M. (1990). Association between left-handedness and allergy: A
reappraisal. Neuropsychologia, 28(2), 223-227.
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In sports in which handedness may matter, such as tennis, boxing, fencing, or
judo, left-handers may have an advantage. They play many games against right-
handers and learn how to best handle their styles. Right-handers, however,
play very few games against left-handers, which may make them more
vulnerable. This explains why a disproportionately high number of left-handers
are found in sports where direct one-on-one action predominates. In other
sports, such as golf, there are fewer left-handed players because the
handedness of one player has no effect on the competition.

The fact that left-handers excel in some sports suggests the possibility that they
may have also had an evolutionary advantage because their ancestors may have
been more successful in important skills such as hand-to-hand combat (Bodmer
& McKie, 1994).Bodmer, W., & McKie, R. (1994). The book of man: The quest to
discover our genetic heritage. London, England: Little, Brown and Company. At
this point, however, this idea remains only a hypothesis, and determinants of
human handedness are yet to be fully understood.

3.2 Our Brains Control Our Thoughts, Feelings, and Behavior 131



Chapter 3 Brains, Bodies, and Behavior

KEY TAKEAWAYS

¢ The old brain—including the brain stem, medulla, pons, reticular
formation, thalamus, cerebellum, amygdala, hypothalamus, and
hippocampus—regulates basic survival functions, such as breathing,
moving, resting, feeding, emotions, and memory.

« The cerebral cortex, made up of billions of neurons and glial cells, is
divided into the right and left hemispheres and into four lobes.

« The frontal lobe is primarily responsible for thinking, planning,
memory, and judgment. The parietal lobe is primarily responsible for
bodily sensations and touch. The temporal lobe is primarily responsible
for hearing and language. The occipital lobe is primarily responsible for
vision. Other areas of the cortex act as association areas, responsible for
integrating information.

¢ The brain changes as a function of experience and potential damage in a
process known as plasticity. The brain can generate new neurons
through neurogenesis.

¢ The motor cortex controls voluntary movements. Body parts requiring
the most control and dexterity take up the most space in the motor
cortex.

« The sensory cortex receives and processes bodily sensations. Body parts
that are the most sensitive occupy the greatest amount of space in the
sensory cortex.

+ The left cerebral hemisphere is primarily responsible for language and
speech in most people, whereas the right hemisphere specializes in
spatial and perceptual skills, visualization, and the recognition of
patterns, faces, and melodies.

« The severing of the corpus callosum, which connects the two
hemispheres, creates a “split-brain patient,” with the effect of creating
two separate minds operating in one person.

+ Studies with split-brain patients as research participants have been used
to study brain lateralization.

¢ Neuroplasticity allows the brain to adapt and change as a function of
experience or damage.
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EXERCISES AND CRITICAL THINKING

1.

Do you think that animals experience emotion? What aspects of brain
structure might lead you to believe that they do or do not?

Consider your own experiences and speculate on which parts of your
brain might be particularly well developed as a result of these
experiences.

Which brain hemisphere are you likely to be using when you search for
a fork in the silverware drawer? Which brain hemisphere are you most
likely to be using when you struggle to remember the name of an old
friend?

Do you think that encouraging left-handed children to use their right
hands is a good idea? Why or why not?

3.2 Our Brains Control Our Thoughts, Feelings, and Behavior
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3.3 Psychologists Study the Brain Using Many Different Methods

LEARNING OBJECTIVE

1. Compare and contrast the techniques that scientists use to view and
understand brain structures and functions.

One problem in understanding the brain is that it is difficult to get a good picture of
what is going on inside it. But there are a variety of empirical methods that allow
scientists to look at brains in action, and the number of possibilities has increased
dramatically in recent years with the introduction of new neuroimaging techniques.
In this section we will consider the various techniques that psychologists use to
learn about the brain. Each of the different techniques has some advantages, and
when we put them together, we begin to get a relatively good picture of how the
brain functions and which brain structures control which activities.

Perhaps the most immediate approach to visualizing and understanding the
structure of the brain is to directly analyze the brains of human cadavers. When
Albert Einstein died in 1955, his brain was removed and stored for later analysis.
Researcher Marian Diamond (1999)Diamond, M. C. (1999). Why Einstein’s brain? New
Horizons for Learning. Retrieved from http://www.newhorizons.org/neuro/
diamond_einstein.htm later analyzed a section of the Einstein’s cortex to
investigate its characteristics. Diamond was interested in the role of glia, and she
hypothesized that the ratio of glial cells to neurons was an important determinant
of intelligence. To test this hypothesis, she compared the ratio of glia to neurons in
Einstein’s brain with the ratio in the preserved brains of 11 other more “ordinary”
men. However, Diamond was able to find support for only part of her research
hypothesis. Although she found that Einstein’s brain had relatively more glia in all
the areas that she studied than did the control group, the difference was only
statistically significant in one of the areas she tested. Diamond admits a limitation
in her study is that she had only one Einstein to compare with 11 ordinary men.

Lesions Provide a Picture of What Is Missing

An advantage of the cadaver approach is that the brains can be fully studied, but an
obvious disadvantage is that the brains are no longer active. In other cases,
however, we can study living brains. The brains of living human beings may be
damaged, for instance, as a result of strokes, falls, automobile accidents, gunshots,
or tumors. These damages are called lesions. In rare occasions, brain lesions may be
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created intentionally through surgery, such as that designed to remove brain
tumors or (as in split-brain patients) to reduce the effects of epilepsy. Psychologists
also sometimes intentionally create lesions in animals to study the effects on their
behavior. In so doing, they hope to be able to draw inferences about the likely
functions of human brains from the effects of the lesions in animals.

Lesions allow the scientist to observe any loss of brain function that may occur. For
instance, when an individual suffers a stroke, a blood clot deprives part of the brain
of oxygen, killing the neurons in the area and rendering that area unable to process
information. In some cases, the result of the stroke is a specific lack of ability. For
instance, if the stroke influences the occipital lobe, then vision may suffer, and if
the stroke influences the areas associated with language or speech, these functions
will suffer. In fact, our earliest understanding of the specific areas involved in
speech and language were gained by studying patients who had experienced
strokes.

It is now known that a good part of our moral reasoning
abilities are located in the frontal lobe, and at least
some of this understanding comes from lesion studies.
For instance, consider the well-known case of Phineas
Gage, a 25-year-old railroad worker who, as a result of
an explosion, had an iron rod driven into his cheek and
out through the top of his skull, causing major damage
to his frontal lobe (Macmillan, 2000).Macmillan, M.
(2000). An odd kind of fame: Stories of Phineas Gage.
Cambridge, MA: MIT Press. Although remarkably Gage
was able to return to work after the wounds healed, he
no longer seemed to be the same person to those who
knew him. The amiable, soft-spoken Gage had become
irritable, rude, irresponsible, and dishonest. Although
there are questions about the interpretation of this case
study (Kotowicz, 2007),Kotowicz, Z. (2007). The strange  areqs in the frontal lobe of
case of Phineas Gage. History of the Human Sciences, 20(1), ~ Phineas Gage were damaged
115-131. it did provide early evidence that the frontal =~ Wwhen ametalrod blasted
lobe is involved in emotion and morality (Damasio et al., through it Alth‘?ugh Gage lived
through the accident, his
2005).Damasio, H., Grabowski, T., Frank, R., Galaburda,  ,rsondlity, emotions, and moral
A. M., Damasio, A. R., Cacioppo, J. T., & Berntson, G. G. reasoning were influenced. The
(2005). The return of Phineas Gage: Clues about the accident helped scientists
brain from the skull of a famous patient. In Social ?nde.rsmnd the role of the frontal
obe in these processes.
neuroscience: Key readings (pp. 21-28). New York, NY:
Psychology Press.

Figure 3.13
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More recent and more controlled research has also used
patients with lesions to investigate the source of moral  source: Photo courtesy of John M.
reasoning. Michael Koenigs and his colleagues (Koenigs  Harlow, http://en.wikipedia.or
et al., 2007)Koenigs, M., Young, L., Adolphs, R., Tranel, mﬂgﬁ—

. 1868_skull_diagram.jpg.
D., Cushman, F., Hauser, M., & Damasio, A. (2007).
Damage to the prefontal cortex increases utilitarian
moral judgments. Nature, 446(7138), 908-911. asked
groups of normal persons, individuals with lesions in
the frontal lobes, and individuals with lesions in other places in the brain to
respond to scenarios that involved doing harm to a person, even though the harm
ultimately saved the lives of other people (Miller, 2008).Miller, G. (2008). The roots
of morality. Science, 320, 734-737.

In one of the scenarios the participants were asked if they would be willing to kill
one person in order to prevent five other people from being killed. As you can see in

Figure 3.14 "The Frontal Lobe and Moral Judgment", they found that the individuals

with lesions in the frontal lobe were significantly more likely to agree to do the
harm than were individuals from the two other groups.

Figure 3.14 The Frontal Lobe and Moral Judgment
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Koenigs and his colleagues (2007)Koenigs, M., Young, L., Adolphs, R., Tranel, D., Cushman, F., Hauser, M., & Damasio,
A. (2007). Damage to the prefontal cortex increases utilitarian moral judgments. Nature, 446(7138), 908-911. found
that the frontal lobe is important in moral judgment. Persons with lesions in the frontal lobe were more likely to be
willing to harm one person in order to save the lives of five others than were control participants or those with
lesions in other parts of the brain.

Recording Electrical Activity in the Brain

In addition to lesion approaches, it is also possible to learn about the brain by
studying the electrical activity created by the firing of its neurons. One approach,
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43. A technique that records the
electrical activity produced by
the brain’s neurons through
the use of electrodes placed
around the research
participant’s head.

primarily used with animals, is to place detectors in the brain to study the
responses of specific neurons. Research using these techniques has found, for
instance, that there are specific neurons, known as feature detectors, in the visual
cortex that detect movement, lines and edges, and even faces (Kanwisher,
2000).Kanwisher, N. (2000). Domain specificity in face perception. Nature
Neuroscience, 3(8), 759-763.

Figure 3.15

A participant in an EEG study has a number of electrodes placed around the head, which allows the researcher to
study the activity of the person’s brain. The patterns of electrical activity vary depending on the participant’s
current state (e.g., whether he or she is sleeping or awake) and on the tasks the person is engaging in.

Source: Photo courtesy of the University of Oregon Child and Family Center, http://www.uoregon.edu/~cfc/projects-
bbLhtm.

A less invasive approach, and one that can be used on living humans, is
electroencephalography (EEG)*’. The EEG is a technique that records the electrical
activity produced by the brain’s neurons through the use of electrodes that are placed
around the research participant’s head. An EEG can show if a person is asleep, awake, or
anesthetized because the brain wave patterns are known to differ during each state.
EEGs can also track the waves that are produced when a person is reading, writing,
and speaking, and are useful for understanding brain abnormalities, such as
epilepsy. A particular advantage of EEG is that the participant can move around
while the recordings are being taken, which is useful when measuring brain activity
in children who often have difficulty keeping still. Furthermore, by following
electrical impulses across the surface of the brain, researchers can observe changes
over very fast time periods.
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Peeking Inside the Brain: Neuroimaging

Although the EEG can provide information about the general patterns of electrical
activity within the brain, and although the EEG allows the researcher to see these
changes quickly as they occur in real time, the electrodes must be placed on the
surface of the skull and each electrode measures brain waves from large areas of
the brain. As a result, EEGs do not provide a very clear picture of the structure of
the brain.

But techniques exist to provide more specific brain images. Functional magnetic
resonance imaging (fMRI)** is a type of brain scan that uses a magnetic field to create
images of brain activity in each brain area. The patient lies on a bed within a large
cylindrical structure containing a very strong magnet. Neurons that are firing use
more oxygen, and the need for oxygen increases blood flow to the area. The fMRI
detects the amount of blood flow in each brain region, and thus is an indicator of
neural activity.

Very clear and detailed pictures of brain structures (see, e.g., Figure 3.16 "fMRI
Image") can be produced via fMRI. Often, the images take the form of cross-
sectional “slices” that are obtained as the magnetic field is passed across the brain.
The images of these slices are taken repeatedly and are superimposed on images of
the brain structure itself to show how activity changes in different brain structures
over time. When the research participant is asked to engage in tasks while in the
scanner (e.g., by playing a game with another person), the images can show which
parts of the brain are associated with which types of tasks. Another advantage of
the fMRI is that is it noninvasive. The research participant simply enters the
machine and the scans begin.

Although the scanners themselves are expensive, the advantages of fMRIs are
substantial, and they are now available in many university and hospital settings.
fMRI is now the most commonly used method of learning about brain structure.

44. A neuroimaging technique that
uses a magnetic field to create
images of brain structure and
function.
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45. A procedure in which magnetic
pulses are applied to the brain
of living persons with the goal
of temporarily and safely
deactivating a small brain
region.

Figure 3.16

The fMRI creates brain images of brain structure and activity. In this image the red and yellow areas represent
increased blood flow and thus increased activity. From your knowledge of brain structure, can you guess what this
person is doing?

Source: Photo courtesy of the National Institutes of Health, http://commons.wikimedia.org/wiki/
File:Face_recognition.jpg.

There is still one more approach that is being more frequently implemented to
understand brain function, and although it is new, it may turn out to be the most
useful of all. Transcranial magnetic stimulation (TMS)* is a procedure in which
magnetic pulses are applied to the brain of living persons with the goal of temporarily and
safely deactivating a small brain region. In TMS studies the research participant is first
scanned in an fMRI machine to determine the exact location of the brain area to be
tested. Then the electrical stimulation is provided to the brain before or while the
participant is working on a cognitive task, and the effects of the stimulation on
performance are assessed. If the participant’s ability to perform the task is
influenced by the presence of the stimulation, then the researchers can conclude
that this particular area of the brain is important to carrying out the task.
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The primary advantage of TMS is that it allows the researcher to draw causal
conclusions about the influence of brain structures on thoughts, feelings, and
behaviors. When the TMS pulses are applied, the brain region becomes less active,
and this deactivation is expected to influence the research participant’s responses.
Current research has used TMS to study the brain areas responsible for emotion
and cognition and their roles in how people perceive intention and approach moral
reasoning (Kalbe et al., 2010; Van den Eynde et al., 2010; Young, Camprodon,
Hauser, Pascual-Leone, & Saxe, 2010).Kalbe, E., Schlegel, M., Sack, A. T., Nowak, D.
A., Dafotakis, M., Bangard, C.,...Kessler, J. (2010). Dissociating cognitive from
affective theory of mind: A TMS study. Cortex: A Journal Devoted to the Study of the
Nervous System and Behavior, 46(6), 769-780; Van den Eynde, F., Claudino, A. M.,
Mogg, A., Horrell, L., Stahl, D.,...Schmidt, U. (2010). Repetitive transcranial magnetic
stimulation reduces cue-induced food craving in bulimic disorders. Biological
Psychiatry, 67(8), 793-795; Young, L., Camprodon, J. A., Hauser, M., Pascual-Leone, A.,
& Saxe, R. (2010). Disruption of the right temporoparietal junction with transcranial
magnetic stimulation reduces the role of beliefs in moral judgments. PNAS
Proceedings of the National Academy of Sciences of the United States of America, 107(15),
6753-6758. TMS is also used as a treatment for a variety of psychological conditions,
including migraine, Parkinson’s disease, and major depressive disorder.
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Research Focus: Cyberostracism

Neuroimaging techniques have important implications for understanding our
behavior, including our responses to those around us. Naomi Eisenberger and
her colleagues (2003)Eisenberger, N. L., Lieberman, M. D., & Williams, K. D.
(2003). Does rejection hurt? An fMRI study of social exclusion. Science, 302(5643),
290-292. tested the hypothesis that people who were excluded by others would
report emotional distress and that images of their brains would show that they
experienced pain in the same part of the brain where physical pain is normally
experienced. In the experiment, 13 participants were each placed into an fMRI
brain-imaging machine. The participants were told that they would be playing
a computer “Cyberball” game with two other players who were also in fMRI
machines (the two opponents did not actually exist, and their responses were
controlled by the computer).

Each of the participants was measured under three different conditions. In the
first part of the experiment, the participants were told that as a result of
technical difficulties, the link to the other two scanners could not yet be made,
and thus at first they could not engage in, but only watch, the game play. This
allowed the researchers to take a baseline fMRI reading. Then, during a second
inclusion scan, the participants played the game, supposedly with the two other
players. During this time, the other players threw the ball to the participants.
In the third, exclusion, scan, however, the participants initially received seven
throws from the other two players but were then excluded from the game
because the two players stopped throwing the ball to the participants for the
remainder of the scan (45 throws).

The results of the analyses showed that activity in two areas of the frontal lobe
was significantly greater during the exclusion scan than during the inclusion
scan. Because these brain regions are known from prior research to be active
for individuals who are experiencing physical pain, the authors concluded that
these results show that the physiological brain responses associated with being
socially excluded by others are similar to brain responses experienced upon
physical injury.

Further research (Chen, Williams, Fitness, & Newton, 2008; Wesselmann, Bagg,
& Williams, 2009)Chen, Z., Williams, K. D., Fitness, J., & Newton, N. C. (2008).
When hurt will not heal: Exploring the capacity to relive social and physical
pain. Psychological Science, 19(8), 789-795; Wesselmann, E. D., Bagg, D., &
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Williams, K. D. (2009). “I feel your pain”: The effects of observing ostracism on
the ostracism detection system. Journal of Experimental Social Psychology, 45(6),
1308-1311. has documented that people react to being excluded in a variety of
situations with a variety of emotions and behaviors. People who feel that they
are excluded, or even those who observe other people being excluded, not only
experience pain, but feel worse about themselves and their relationships with
people more generally, and they may work harder to try to restore their
connections with others.

KEY TAKEAWAYS

« Studying the brains of cadavers can lead to discoveries about brain
structure, but these studies are limited due to the fact that the brain is
no longer active.

+ Lesion studies are informative about the effects of lesions on different
brain regions.

« Electrophysiological recording may be used in animals to directly
measure brain activity.

« Measures of electrical activity in the brain, such as
electroencephalography (EEG), are used to assess brain-wave patterns
and activity.

+ Functional magnetic resonance imaging (fMRI) measures blood flow in
the brain during different activities, providing information about the
activity of neurons and thus the functions of brain regions.

+ Transcranial magnetic stimulation (TMS) is used to temporarily and
safely deactivate a small brain region, with the goal of testing the causal
effects of the deactivation on behavior.

EXERCISE AND CRITICAL THINKING

1. Consider the different ways that psychologists study the brain, and
think of a psychological characteristic or behavior that could be studied
using each of the different techniques.
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3.4 Putting It All Together: The Nervous System and the Endocrine
System

LEARNING OBJECTIVES

1. Summarize the primary functions of the CNS and of the subsystems of
the PNS.

2. Explain how the electrical components of the nervous system and the
chemical components of the endocrine system work together to
influence behavior.

Now that we have considered how individual neurons operate and the roles of the
different brain areas, it is time to ask how the body manages to “put it all together.”
How do the complex activities in the various parts of the brain, the simple all-or-
nothing firings of billions of interconnected neurons, and the various chemical
systems within the body, work together to allow the body to respond to the social
environment and engage in everyday behaviors? In this section we will see that the
complexities of human behavior are accomplished through the joint actions of
electrical and chemical processes in the nervous system and the endocrine system.

Electrical Control of Behavior: The Nervous System

The nervous system (see Figure 3.17 "The Functional Divisions of the Nervous
System"), the electrical information highway of the body, is made up of
nerves**—bundles of interconnected neurons that fire in synchrony to carry messages. The
central nervous system (CNS), made up of the brain and spinal cord, is the major
controller of the body’s functions, charged with interpreting sensory information
and responding to it with its own directives. The CNS interprets information
coming in from the senses, formulates an appropriate reaction, and sends responses
to the appropriate system to respond accordingly. Everything that we see, hear,
smell, touch, and taste is conveyed to us from our sensory organs as neural
impulses, and each of the commands that the brain sends to the body, both
consciously and unconsciously, travels through this system as well.

46. A bundle of interconnected
neurons that fires in synchrony
to carry messages.
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47. A neuron that carries
information from the sensory
receptors.

48. A neuron that transmits
information to the muscles and
glands.

49. The most common type of
neuron, responsible for
communicating among
neurons.

50. The long, thin, tubular bundle
of nerves and supporting cells
that extends down from the
brain.

51. An involuntary and nearly
instantaneous movement in
response to a stimulus.

Figure 3.17 The Functional Divisions of the Nervous System
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Nerves are differentiated according to their function. A sensory (or afferent)
neuron’ carries information from the sensory receptors, whereas a motor (or efferent)
neuron®® transmits information to the muscles and glands. An interneuron®’, which is
by far the most common type of neuron, is located primarily within the CNS and is
responsible for communicating among the neurons. Interneurons allow the brain to
combine the multiple sources of available information to create a coherent picture
of the sensory information being conveyed.

The spinal cord®’ is the long, thin, tubular bundle of nerves and supporting cells that
extends down from the brain. 1t is the central throughway of information for the body.
Within the spinal cord, ascending tracts of sensory neurons relay sensory
information from the sense organs to the brain while descending tracts of motor
neurons relay motor commands back to the body. When a quicker-than-usual
response is required, the spinal cord can do its own processing, bypassing the brain
altogether. A reflex’' is an involuntary and nearly instantaneous movement in response
to a stimulus. Reflexes are triggered when sensory information is powerful enough to
reach a given threshold and the interneurons in the spinal cord act to send a
message back through the motor neurons without relaying the information to the
brain (see Figure 3.18 "The Reflex"). When you touch a hot stove and immediately
pull your hand back, or when you fumble your cell phone and instinctively reach to
catch it before it falls, reflexes in your spinal cord order the appropriate responses
before your brain even knows what is happening.
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52.

53.

3.4 Putting It All Together: The Nervous System and the Endocrine System

The division of the PNS that
governs the internal activities
of the human body, including
heart rate, breathing,
digestion, salivation,
perspiration, urination, and
sexual arousal.

The division of the PNS that
controls the external aspects of
the body, including the skeletal
muscles, skin, and sense
organs.

Figure 3.18 The Reflex
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The central nervous system can interpret signals from sensory neurons and respond to them extremely quickly via
the motor neurons without any need for the brain to be involved. These quick responses, known as reflexes, can
reduce the damage that we might experience as a result of, for instance, touching a hot stove.

If the central nervous system is the command center of the body, the peripheral
nervous system (PNS) represents the front line. The PNS links the CNS to the body’s
sense receptors, muscles, and glands. As you can see in Figure 3.19 "The Autonomic
Nervous System", the peripheral nervous system is itself divided into two
subsystems, one controlling internal responses and one controlling external
responses.

The autonomic nervous system (ANS)** is the division of the PNS that governs the
internal activities of the human body, including heart rate, breathing, digestion, salivation,
perspiration, urination, and sexual arousal. Many of the actions of the ANS, such as
heart rate and digestion, are automatic and out of our conscious control, but others,
such as breathing and sexual activity, can be controlled and influenced by conscious
processes.

The somatic nervous system (SNS)** is the division of the PNS that controls the
external aspects of the body, including the skeletal muscles, skin, and sense organs.
The somatic nervous system consists primarily of motor nerves responsible for
sending brain signals for muscle contraction.
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54. Involved in preparing the body
for behavior, particularly in
response to stress, by
activating the organs and the
glands in the endocrine
system.

55. Tends to calm the body by
slowing the heart and
breathing and by allowing the
body to recover from the
activities that the sympathetic
system causes.

The autonomic nervous system itself can be further subdivided into the sympathetic
and parasympathetic systems (see Figure 3.19 "The Autonomic Nervous System").
The sympathetic division of the ANS** is involved in preparing the body for behavior,
particularly in response to stress, by activating the organs and the glands in the endocrine
system. The parasympathetic division of the ANS* tends to calm the body by slowing
the heart and breathing and by allowing the body to recover from the activities that the
sympathetic system causes. The sympathetic and the parasympathetic divisions
normally function in opposition to each other, such that the sympathetic division
acts a bit like the accelerator pedal on a car and the parasympathetic division acts
like the brake.

Figure 3.19 The Autonomic Nervous System
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The autonomic nervous system has two divisions: The sympathetic division acts to energize the body, preparing it
for action. The parasympathetic division acts to calm the body, allowing it to rest.

Our everyday activities are controlled by the interaction between the sympathetic
and parasympathetic nervous systems. For example, when we get out of bed in the
morning, we would experience a sharp drop in blood pressure if it were not for the
action of the sympathetic system, which automatically increases blood flow through
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56. The natural balance in the
body’s systems.

57. A groups of cells that functions
to secrete hormones.

58. A chemical that moves
throughout the body to help
regulate emotions and
behaviors.

the body. Similarly, after we eat a big meal, the parasympathetic system
automatically sends more blood to the stomach and intestines, allowing us to
efficiently digest the food. And perhaps you’ve had the experience of not being at
all hungry before a stressful event, such as a sports game or an exam (when the
sympathetic division was primarily in action), but suddenly finding yourself starved
afterward, as the parasympathetic takes over. The two systems work together to
maintain vital bodily functions, resulting in homeostasis®’, the natural balance in the
body’s systems.

The Body’s Chemicals Help Control Behavior: The Endocrine
System

The nervous system is designed to protect us from danger through its
interpretation of and reactions to stimuli. But a primary function of the
sympathetic and parasympathetic nervous systems is to interact with the endocrine
system to elicit chemicals that provide another system for influencing our feelings
and behaviors.

A gland” in the endocrine system is made up of groups of cells that function to secrete
hormones. A hormone® is a chemical that moves throughout the body to help regulate
emotions and behaviors. When the hormones released by one gland arrive at receptor
tissues or other glands, these receiving receptors may trigger the release of other
hormones, resulting in a series of complex chemical chain reactions. The endocrine
system works together with the nervous system to influence many aspects of
human behavior, including growth, reproduction, and metabolism. And the
endocrine system plays a vital role in emotions. Because the glands in men and
women differ, hormones also help explain some of the observed behavioral
differences between men and women. The major glands in the endocrine system are
shown in Figure 3.20 "The Major Glands of the Endocrine System".
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59. A small pea-sized gland located
near the center of the brain
that is responsible for
controlling the body’s growth.

Figure 3.20 The Major Glands of the Endocrine System
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The pituitary gland®°, a small pea-sized gland located near the center of the brain, is
responsible for controlling the body’s growth, but it also has many other influences that
make it of primary importance to regulating behavior. The pituitary secretes
hormones that influence our responses to pain as well as hormones that signal the
ovaries and testes to make sex hormones. The pituitary gland also controls
ovulation and the menstrual cycle in women. Because the pituitary has such an
important influence on other glands, it is sometimes known as the “master gland.”

Other glands in the endocrine system include the pancreas, which secretes
hormones designed to keep the body supplied with fuel to produce and maintain
stores of energy; the pineal gland, located in the middle of the brain, which secretes
melatonin, a hormone that helps regulate the wake-sleep cycle; and the thyroid and
parathyroid glands, which are responsible for determining how quickly the body uses
energy and hormones, and controlling the amount of calcium in the blood and
bones.
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The body has two triangular adrenal glands, one atop each kidney. The adrenal
glands® produce hormones that regulate salt and water balance in the body, and they are
involved in metabolism, the immune system, and sexual development and function. The
most important function of the adrenal glands is to secrete the hormones
epinephrine (also known as adrenaline) and norepinephrine (also known as
noradrenaline) when we are excited, threatened, or stressed. Epinephrine and
norepinephrine stimulate the sympathetic division of the ANS, causing increased
heart and lung activity, dilation of the pupils, and increases in blood sugar, which
give the body a surge of energy to respond to a threat. The activity and role of the
adrenal glands in response to stress provides an excellent example of the close
relationship and interdependency of the nervous and endocrine systems. A quick-
acting nervous system is essential for immediate activation of the adrenal glands,
while the endocrine system mobilizes the body for action.

The male sex glands, known as the testes®’, secrete a number of hormones, the most
important of which is testosterone®, the male sex hormone. Testosterone regulates
body changes associated with sexual development, including enlargement of the
penis, deepening of the voice, growth of facial and pubic hair, and the increase in
muscle growth and strength. The ovaries®, the female sex glands, are located in the
pelvis. They produce eggs and secrete the female hormones estrogen and
progesterone. Estrogen is involved in the development of female sexual features,
including breast growth, the accumulation of body fat around the hips and thighs,
and the growth spurt that occurs during puberty. Both estrogen and progesterone
are also involved in pregnancy and the regulation of the menstrual cycle.

Recent research has pinpointed some of the important roles of the sex hormones in
social behavior. Dabbs, Hargrove, and Heusel (1996)Dabbs, J. M., Jr., Hargrove, M. F.,
& Heusel, C. (1996). Testosterone differences among college fraternities: Well-
behaved vs. rambunctious. Personality and Individual Differences, 20(2), 157-161.
measured the testosterone levels of 240 men who were members of 12 fraternities
at two universities. They also obtained descriptions of the fraternities from
university officials, fraternity officers, yearbook and chapter house photographs,
and researcher field notes. The researchers correlated the testosterone levels and
the descriptions of each fraternity. They found that the fraternities with the

60. Produce hormones that highest average testosterone levels were also more wild and unruly, and one of
regulate salt and water balance | these fraternities was known across campus for the crudeness of its behavior. On
in the body, and are involved the other hand, the fraternities with the lowest average testosterone levels were
in metabolism, the immune . . .

more well behaved, friendly and pleasant, academically successful, and socially
system, and sexual
development and function. responsible. Banks and Dabbs (1996)Banks, T., & Dabbs, J. M., Jr. (1996). Salivary

testosterone and cortisol in delinquent and violent urban subculture. Journal of
Social Psychology, 136(1), 49-56. found that juvenile delinquents and prisoners who
62. The male sex hormone. had high levels of testosterone also acted more violently, and Tremblay et al. (1998)
Tremblay, R. E., Schaal, B., Boulerice, B., Arseneault, L., Soussignan, R. G., Paquette,

61. The male sex glands.

63. The female sex glands.
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D., & Laurent, D. (1998). Testosterone, physical aggression, dominance, and physical
development in early adolescence. International Journal of Behavioral Development,
22(4), 753-777. found that testosterone was related to toughness and leadership
behaviors in adolescent boys. Although testosterone levels are higher in men than
in women, the relationship between testosterone and aggression is not limited to
males. Studies have also shown a positive relationship between testosterone and
aggression and related behaviors (such as competitiveness) in women (Cashdan,
2003).Cashdan, E. (2003). Hormones and competitive aggression in women.
Aggressive Behavior, 29(2), 107-115.

It must be kept in mind that the observed relationships between testosterone levels
and aggressive behavior that have been found in these studies do not prove that
testosterone causes aggression—the relationships are only correlational. In fact,
there is evidence that the relationship between violence and testosterone also goes
in the other direction: Playing an aggressive game, such as tennis or even chess,
increases the testosterone levels of the winners and decreases the testosterone
levels of losers (Gladue, Boechler, & McCaul, 1989; Mazur, Booth, & Dabbs,
1992),Gladue, B. A., Boechler, M., & McCaul, K. D. (1989). Hormonal response to
competition in human males. Aggressive Behavior, 15(6), 409-422; Mazur, A., Booth,
A., & Dabbs, J. M. (1992). Testosterone and chess competition. Social Psychology
Quarterly, 55(1), 70-77. and perhaps this is why excited soccer fans sometimes riot
when their team wins.

Recent research has also begun to document the role that female sex hormones may
play in reactions to others. A study about hormonal influences on social-cognitive
functioning (Macrae, Alnwick, Milne, & Schloerscheidt, 2002)Macrae, C. N., Alnwick,
K. A., Milne, A. B., & Schloerscheidt, A. M. (2002). Person perception across the
menstrual cycle: Hormonal influences on social-cognitive functioning. Psychological
Science, 13(6), 532-536. found that women were more easily able to perceive and
categorize male faces during the more fertile phases of their menstrual cycles.
Although researchers did not directly measure the presence of hormones, it is likely
that phase-specific hormonal differences influenced the women’s perceptions.

At this point you can begin to see the important role the hormones play in
behavior. But the hormones we have reviewed in this section represent only a
subset of the many influences that hormones have on our behaviors. In the chapters
to come we will consider the important roles that hormones play in many other
behaviors, including sleeping, sexual activity, and helping and harming others.
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KEY TAKEAWAYS

¢ The body uses both electrical and chemical systems to create
homeostasis.

+ The CNS is made up of bundles of nerves that carry messages to and
from the PNS

¢ The peripheral nervous system is composed of the autonomic nervous
system (ANS) and the peripheral nervous system (PNS). The ANS is
further divided into the sympathetic (activating) and parasympathetic
(calming) nervous systems. These divisions are activated by glands and
organs in the endocrine system.

« Specific nerves, including sensory neurons, motor neurons, and
interneurons, each have specific functions.

« The spinal cord may bypass the brain by responding rapidly using
reflexes.

« The pituitary gland is a master gland, affecting many other glands.

« Hormones produced by the pituitary and adrenal glands regulate
growth, stress, sexual functions, and chemical balance in the body.

« The adrenal glands produce epinephrine and norepinephrine, the
hormones responsible for our reactions to stress.

¢ The sex hormones, testosterone, estrogen, and progesterone, play an
important role in sex differences.

EXERCISES AND CRITICAL THINKING

1. Recall a time when you were threatened or stressed. What physiological
reactions did you experience in the situation, and what aspects of the
endocrine system do you think created those reactions?

2. Consider the emotions that you have experienced over the past several
weeks. What hormones do you think might have been involved in
creating those emotions?
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3.5 Chapter Summary

All human behavior, thoughts, and feelings are produced by the actions of our
brains, nerves, muscles, and glands.

The body is controlled by the nervous system, consisting of the central nervous
system (CNS) and the peripheral nervous system (PNS) and the endocrine system,
which is made up of glands that create and control hormones.

Neurons are the cells in the nervous system. Neurons are composed of a soma that
contains the nucleus of the cell; a dendrite that collects information from other
cells and sends the information to the soma; and a long segmented fiber, known as
the axon, which transmits information away from the cell body toward other
neurons and to the muscles and glands.

The nervous system operates using an electrochemical process. An electrical charge
moves through the neuron itself, and chemicals are used to transmit information
between neurons. Within the neuron, the electrical charge occurs in the form of an
action potential. The action potential operates in an all-or-nothing manner.

Neurons are separated by junction areas known as synapses. Neurotransmitters
travel across the synaptic space between the terminal button of one neuron and the
dendrites of other neurons, where they bind to the dendrites in the neighboring
neurons. More than 100 chemical substances produced in the body have been
identified as neurotransmitters, and these substances have a wide and profound
effect on emotion, cognition, and behavior.

Drugs that we may ingest may either mimic (agonists) or block (antagonists) the
operations of neurotransmitters.

The brains of all animals are layered, and generally quite similar in overall form.

The brain stem is the oldest and innermost region of the brain. It controls the most
basic functions of life, including breathing, attention, and motor responses. The
brain stem includes the medulla, the pons, and the reticular formation.

Above the brain stem are other parts of the old brain involved in the processing of
behavior and emotions, including the thalamus, the cerebellum, and the limbic
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3.5 Chapter Summary

system. The limbic system includes the amygdala, the hypothalamus, and the
hippocampus.

The cerebral cortex contains about 20 billion nerve cells and 300 trillion synaptic
connections, and it’s supported by billions more glial cells that surround and link to
the neurons. The cerebral cortex is divided into two hemispheres, and each
hemisphere is divided into four lobes, each separated by folds known as fissures.

The frontal lobe is primarily responsible for thinking, planning, memory, and
judgment. The parietal lobe is responsible for processing information about touch.
The occipital lobe processes visual information, and the temporal lobe is
responsible for hearing and language. The cortex also includes the motor cortex,
the somatosensory cortex, the visual cortex, the auditory cortex, and the
association areas.

The brain can develop new neurons, a process known as neurogenesis, as well as
new routes for neural communications (neuroplasticity).

Psychologists study the brain using cadaver and lesion approaches, as well as
through neuroimaging techniques that include electroencephalography (EEG),
functional magnetic resonance imaging (fMRI), and transcranial magnetic
stimulation (TMS).

Sensory (afferent) neurons carry information from the sensory receptors, whereas
motor (efferent) neurons transmit information to the muscles and glands.
Interneurons, by far the most common of neurons, are located primarily within the
CNS and responsible for communicating among the neurons.

The peripheral nervous system is itself divided into two subsystems, one controlling
internal responses (the autonomic nervous system, ANS) and one controlling
external responses (the somatic nervous system). The sympathetic division of the
ANS is involved in preparing the body for behavior by activating the organs and the
glands in the endocrine system. The parasympathetic division of the ANS tends to
calm the body by slowing the heart and breathing and by allowing the body to
recover from the activities that the sympathetic system causes.

Glands in the endocrine system include the pituitary gland, the pancreas, the
adrenal glands, and the male and female sex glands. The male sex hormone
testosterone and the female sex hormones estrogen and progesterone play
important roles in behavior and contribute to gender differences.
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Misperception by Those Trained to Accurately Perceive a Threat

On September 6, 2007, the Asia-Pacific Economic Cooperation (APEC) leaders’ summit was being held in
downtown Sydney, Australia. World leaders, including the then-current U.S. president, George W. Bush, were
attending the summit. Many roads in the area were closed for security reasons, and police presence was high.

As a prank, eight members of the Australian television satire The Chaser’s War on Everything assembled a false
motorcade made up of two black four-wheel-drive vehicles, a black sedan, two motorcycles, body guards, and
chauffeurs (see the video below). Group member Chas Licciardello was in one of the cars disguised as Osama bin
Laden. The motorcade drove through Sydney’s central business district and entered the security zone of the
meeting. The motorcade was waved on by police, through two checkpoints, until the Chaser group decided it
had taken the gag far enough and stopped outside the InterContinental Hotel where former President Bush was
staying. Licciardello stepped out onto the street and complained, in character as bin Laden, about not being
invited to the APEC Summit. Only at this time did the police belatedly check the identity of the group members,
finally arresting them.

Chaser APEC Motorcade Stunt

(click to see video)

Motorcade Stunt performed by the Chaser pranksters in 2007.

Afterward, the group testified that it had made little effort to disguise its attempt as anything more than a
prank. The group’s only realistic attempt to fool police was its Canadian-flag marked vehicles. Other than that,
the group used obviously fake credentials, and its security passes were printed with “JOKE,” “Insecurity,” and
“It’s pretty obvious this isn’t a real pass,” all clearly visible to any police officer who might have been troubled to
look closely as the motorcade passed. The required APEC 2007 Official Vehicle stickers had the name of the
group’s show printed on them, and this text: “This dude likes trees and poetry and certain types of carnivorous
plants excite him.” In addition, a few of the “bodyguards” were carrying camcorders, and one of the
motorcyclists was dressed in jeans, both details that should have alerted police that something was amiss.

The Chaser pranksters later explained the primary reason for the stunt. They wanted to make a statement about
the fact that bin Laden, a world leader, had not been invited to an APEC Summit where issues of terror were
being discussed. The secondary motive was to test the event’s security. The show’s lawyers approved the stunt,
under the assumption that the motorcade would be stopped at the APEC meeting.
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The ability to detect and interpret the events that are occurring around us allows us
to respond to these stimuli appropriately (Gibson & Pick, 2000).Gibson, E. J., & Pick,
A. D. (2000). An ecological approach to perceptual learning and development. New York,
NY: Oxford University Press. In most cases the system is successful, but as you can
see from the above example, it is not perfect. In this chapter we will discuss the
strengths and limitations of these capacities, focusing on both
sensation'—awareness resulting from the stimulation of a sense organ, and
perception®—the organization and interpretation of sensations. Sensation and
perception work seamlessly together to allow us to experience the world through
our eyes, ears, nose, tongue, and skin, but also to combine what we are currently
learning from the environment with what we already know about it to make
judgments and to choose appropriate behaviors.

The study of sensation and perception is exceedingly important for our everyday
lives because the knowledge generated by psychologists is used in so many ways to
help so many people. Psychologists work closely with mechanical and electrical
engineers, with experts in defense and military contractors, and with clinical,
health, and sports psychologists to help them apply this knowledge to their
everyday practices. The research is used to help us understand and better prepare
people to cope with such diverse events as driving cars, flying planes, creating
robots, and managing pain (Fajen & Warren, 2003).Fajen, B. R., & Warren, W. H.
(2003). Behavioral dynamics of steering, obstacle avoidance, and route selection.
Journal of Experimental Psychology: Human Perception and Performance, 29(2), 343-362.

1. Awareness resulting from the
stimulation of a sense organ.

2. The organization and
interpretation of sensations.
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3. The conversion of stimuli
detected by receptor cells to
electrical impulses that are
then transported to the brain.

Figure 4.1

Mechanical engineers, industrial psychologists, sports psychologists, and video game designers use knowledge about
sensation and perception to create and improve everyday objects and behaviors.

© Thinkstock

We will begin the chapter with a focus on the six senses of seeing, hearing, smelling,
touching, tasting, and monitoring the body’s positions (proprioception). We will see that
sensation is sometimes relatively direct, in the sense that the wide variety of stimuli
around us inform and guide our behaviors quickly and accurately, but nevertheless
is always the result of at least some interpretation. We do not directly experience
stimuli, but rather we experience those stimuli as they are created by our senses.
Each sense accomplishes the basic process of transduction®—the conversion of stimuli
detected by receptor cells to electrical impulses that are then transported to the brain—in
different, but related, ways.

After we have reviewed the basic processes of sensation, we will turn to the topic of
perception, focusing on how the brain’s processing of sensory experience can not
only help us make quick and accurate judgments, but also mislead us into making
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perceptual and judgmental errors, such as those that allowed the Chaser group to
breach security at the APEC meeting.
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4.1 We Experience Our World Through Sensation

LEARNING OBJECTIVES

1. Review and summarize the capacities and limitations of human
sensation.

2. Explain the difference between sensation and perception and describe
how psychologists measure sensory and difference thresholds.

Sensory Thresholds: What Can We Experience?

Humans possess powerful sensory capacities that allow us to sense the kaleidoscope
of sights, sounds, smells, and tastes that surround us. Our eyes detect light energy
and our ears pick up sound waves. Our skin senses touch, pressure, hot, and cold.
Our tongues react to the molecules of the foods we eat, and our noses detect scents
in the air. The human perceptual system is wired for accuracy, and people are
exceedingly good at making use of the wide variety of information available to
them (Stoffregen & Bardy, 2001).Stoffregen, T. A., & Bardy, B. G. (2001). On
specification and the senses. Behavioral and Brain Sciences, 24(2), 195-261.

In many ways our senses are quite remarkable. The human eye can detect the
equivalent of a single candle flame burning 30 miles away and can distinguish
among more than 300,000 different colors. The human ear can detect sounds as low
as 20 hertz (vibrations per second) and as high as 20,000 hertz, and it can hear the
tick of a clock about 20 feet away in a quiet room. We can taste a teaspoon of sugar
dissolved in 2 gallons of water, and we are able to smell one drop of perfume
diffused in a three-room apartment. We can feel the wing of a bee on our cheek
dropped from 1 centimeter above (Galanter, 1962).Galanter, E. (1962). Contemporary
Psychophysics. In R. Brown, E. Galanter, E. H. Hess, & G. Mandler (Eds.), New directions
in psychology. New York, NY: Holt, Rinehart and Winston.
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Link

To get an idea of the range of sounds that the human ear can sense, try testing
your hearing here:

http://test-my-hearing.com

Although there is much that we do sense, there is even
more that we do not. Dogs, bats, whales, and some Figure 4.2
rodents all have much better hearing than we do, and
many animals have a far richer sense of smell. Birds are
able to see the ultraviolet light that we cannot (see
Figure 4.3 "Ultraviolet Light and Bird Vision") and can
also sense the pull of the earth’s magnetic field. Cats
have an extremely sensitive and sophisticated sense of
touch, and they are able to navigate in complete
darkness using their whiskers. The fact that different
organisms have different sensations is part of their
evolutionary adaptation. Each species is adapted to
sensing the things that are most important to them,
while being blissfully unaware of the things that don’t
matter.

The dog’s highly sensitive sense
Figure 4.3 Ultraviolet Light and Bird Vision of smell comes in useful in

searches for missing persons,
explosives, foods, and drugs.

Source: Photo courtesy of Harald
Dettenborn,
http://commons.wikimedia.or
wiki/File:Msc2010_dett_0036.jpg.

Because birds can see ultraviolet light but humans cannot, what looks to us like a plain black bird looks much
different to a bird.
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4. 1s the branch of psychology
that studies the effects of
physical stimuli on sensory
perceptions and mental states.

5. The intensity of a stimulus that
allows an organism to just
barely detect it.

6. A technique used to determine
the ability of the perceiver to
separate true signals from
background noise.

Source: Adapted from Fatal Light Awareness Program. (2008). Our research program. Retrieved from
http://www.flap.org/research.htm.

Measuring Sensation

Psychophysics® is the branch of psychology that studies the effects of physical stimuli on
sensory perceptions and mental states. The field of psychophysics was founded by the
German psychologist Gustav Fechner (1801-1887), who was the first to study the
relationship between the strength of a stimulus and a person’s ability to detect the
stimulus.

The measurement techniques developed by Fechner and his colleagues are designed
in part to help determine the limits of human sensation. One important criterion is
the ability to detect very faint stimuli. The absolute threshold’ of a sensation is
defined as the intensity of a stimulus that allows an organism to just barely detect it.

In a typical psychophysics experiment, an individual is presented with a series of
trials in which a signal is sometimes presented and sometimes not, or in which two
stimuli are presented that are either the same or different. Imagine, for instance,
that you were asked to take a hearing test. On each of the trials your task is to
indicate either “yes” if you heard a sound or “no” if you did not. The signals are
purposefully made to be very faint, making accurate judgments difficult.

The problem for you is that the very faint signals create uncertainty. Because our
ears are constantly sending background information to the brain, you will
sometimes think that you heard a sound when none was there, and you will
sometimes fail to detect a sound that is there. Your task is to determine whether
the neural activity that you are experiencing is due to the background noise alone
or is a result of a signal within the noise.

The responses that you give on the hearing test can be analyzed using signal
detection analysis. Signal detection analysis® is a technique used to determine the
ability of the perceiver to separate true signals from background noise (Macmillan &
Creelman, 2005; Wickens, 2002).Macmillan, N. A., & Creelman, C. D. (2005). Detection
theory: A user’s guide (2nd ed). Mahwah, NJ: Lawrence Erlbaum Associates; Wickens,
T. D. (2002). Elementary signal detection theory. New York, NY: Oxford University
Press. As you can see in Figure 4.4 "Outcomes of a Signal Detection Analysis", each
judgment trial creates four possible outcomes: A hit occurs when you, as the
listener, correctly say “yes” when there was a sound. A false alarm occurs when you
respond “yes” to no signal. In the other two cases you respond “no”—either a miss
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(saying “no” when there was a signal) or a correct rejection (saying “no” when there
was in fact no signal).

Figure 4.4 Outcomes of a Signal Detection Analysis

Perceiver’s response
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Our ability to accurately detect stimuli is measured using a signal detection analysis. Two of the possible decisions
(hits and correct rejections) are accurate; the other two (misses and false alarms) are errors.

The analysis of the data from a psychophysics experiment creates two measures.
One measure, known as sensitivity, refers to the true ability of the individual to
detect the presence or absence of signals. People who have better hearing will have
higher sensitivity than will those with poorer hearing. The other measure, response
bias, refers to a behavioral tendency to respond “yes” to the trials, which is
independent of sensitivity.

Imagine for instance that rather than taking a hearing test, you are a soldier on
guard duty, and your job is to detect the very faint sound of the breaking of a
branch that indicates that an enemy is nearby. You can see that in this case making
a false alarm by alerting the other soldiers to the sound might not be as costly as a
miss (a failure to report the sound), which could be deadly. Therefore, you might
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well adopt a very lenient response bias in which whenever you are at all unsure,
you send a warning signal. In this case your responses may not be very accurate
(your sensitivity may be low because you are making a lot of false alarms) and yet
the extreme response bias can save lives.

Another application of signal detection occurs when medical technicians study
body images for the presence of cancerous tumors. Again, a miss (in which the
technician incorrectly determines that there is no tumor) can be very costly, but
false alarms (referring patients who do not have tumors to further testing) also
have costs. The ultimate decisions that the technicians make are based on the
quality of the signal (clarity of the image), their experience and training (the ability
to recognize certain shapes and textures of tumors), and their best guesses about
the relative costs of misses versus false alarms.

Although we have focused to this point on the absolute threshold, a second
important criterion concerns the ability to assess differences between stimuli. The
difference threshold (or just noticeable difference [JND])’, refers to the change in
a stimulus that can just barely be detected by the organism. The German physiologist
Ernst Weber (1795-1878) made an important discovery about the JND—namely, that
the ability to detect differences depends not so much on the size of the difference
but on the size of the difference in relationship to the absolute size of the stimulus.
Weber’s law® maintains that the just noticeable difference of a stimulus is a constant
proportion of the original intensity of the stimulus. As an example, if you have a cup of
coffee that has only a very little bit of sugar in it (say 1 teaspoon), adding another
teaspoon of sugar will make a big difference in taste. But if you added that same
teaspoon to a cup of coffee that already had 5 teaspoons of sugar in it, then you
probably wouldn’t taste the difference as much (in fact, according to Weber’s law,
you would have to add 5 more teaspoons to make the same difference in taste).

One interesting application of Weber’s law is in our everyday shopping behavior.
Our tendency to perceive cost differences between products is dependent not only
on the amount of money we will spend or save, but also on the amount of money
saved relative to the price of the purchase. I would venture to say that if you were
about to buy a soda or candy bar in a convenience store and the price of the items
ranged from $1 to $3, you would think that the $3 item cost “a lot more” than the $1
item. But now imagine that you were comparing between two music systems, one
that cost $397 and one that cost $399. Probably you would think that the cost of the
7. The change in a stimulus that two systems was “about the same,” even though buying the cheaper one would still
can just barely be detected by ’

the organism. save you $2.

8. Just noticeable difference of a
stimulus is a constant
proportion of the original
intensity of the stimulus.
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Research Focus: Influence without Awareness

If you study Figure 4.5 "Absolute Threshold", you will see that the absolute
threshold is the point where we become aware of a faint stimulus. After that
point, we say that the stimulus is conscious because we can accurately report on
its existence (or its nonexistence) better than 50% of the time. But can
subliminal stimuli® (events that occur below the absolute threshold and of which we
are not conscious) have an influence on our behavior?

Figure 4.5
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As the intensity of a stimulus increases, we are more likely to perceive it. Stimuli below the absolute threshold
can still have at least some influence on us, even though we cannot consciously detect them.

A variety of research programs have found that subliminal stimuli can
influence our judgments and behavior, at least in the short term (Dijksterhuis,
2010).Dijksterhuis, A. (2010). Automaticity and the unconscious. In S. T. Fiske, D.
o stimuli that are below the T. Gilbert, & G. Lindzey (Eds.), Handbook of social psychology (5th ed., Vol. 1, pp.
absolute threshold and of
which we are not conscious.
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228-267). Hoboken, NJ: John Wiley & Sons. But whether the presentation of
subliminal stimuli can influence the products that we buy has been a more
controversial topic in psychology. In one relevant experiment, Karremans,
Stroebe, and Claus (2006)Karremans, J. C., Stroebe, W., & Claus, J. (2006). Beyond
Vicary’s fantasies: The impact of subliminal priming and brand choice. Journal
of Experimental Social Psychology, 42(6), 792-798. had Dutch college students view
a series of computer trials in which a string of letters such as BBBBBBBBB or
BBBbBBBBB were presented on the screen. To be sure they paid attention to the
display, the students were asked to note whether the strings contained a small
b. However, immediately before each of the letter strings, the researchers
presented either the name of a drink that is popular in Holland (Lipton Ice) or a
control string containing the same letters as Lipton Ice (NpeicTol). These words
were presented so quickly (for only about one fiftieth of a second) that the
participants could not see them.

Then the students were asked to indicate their intention to drink Lipton Ice by
answering questions such as “If you would sit on a terrace now, how likely is it
that you would order Lipton Ice,” and also to indicate how thirsty they were at
the time. The researchers found that the students who had been exposed to the
“Lipton Ice” words (and particularly those who indicated that they were
already thirsty) were significantly more likely to say that they would drink
Lipton Ice than were those who had been exposed to the control words.

If it were effective, procedures such as this (we can call the technique
“subliminal advertising” because it advertises a product outside awareness)
would have some major advantages for advertisers, because it would allow
them to promote their products without directly interrupting the consumers’
activity and without the consumers’ knowing they are being persuaded. People
cannot counterargue with, or attempt to avoid being influenced by, messages
received outside awareness. Due to fears that people may be influenced without
their knowing, subliminal advertising has been legally banned in many
countries, including Australia, Great Britain, and the United States.

Although it has been proven to work in some research, subliminal advertising’s
effectiveness is still uncertain. Charles Trappey (1996)Trappey, C. (1996). A
meta-analysis of consumer choice and subliminal advertising. Psychology and
Marketing, 13, 517-530. conducted a meta-analysis in which he combined 23
leading research studies that had tested the influence of subliminal advertising
on consumer choice. The results of his meta-analysis showed that subliminal
advertising had a negligible effect on consumer choice. And Saegert (1987, p.
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10. A condition brought on by
damage to the visual cortex, in
which people are unable to
consciously report on visual
stimuli but nevertheless are
able to accurately answer
questions about what they are
seeing.

107)Saegert, J. (1987). Why marketing should quit giving subliminal advertising
the benefit of the doubt. Psychology and Marketing, 4(2), 107-120. concluded that
“marketing should quit giving subliminal advertising the benefit of the doubt,”
arguing that the influences of subliminal stimuli are usually so weak that they
are normally overshadowed by the person’s own decision making about the
behavior.

Taken together then, the evidence for the effectiveness of subliminal
advertising is weak, and its effects may be limited to only some people and in
only some conditions. You probably don’t have to worry too much about being
subliminally persuaded in your everyday life, even if subliminal ads are allowed
in your country. But even if subliminal advertising is not all that effective itself,
there are plenty of other indirect advertising techniques that are used and that
do work. For instance, many ads for automobiles and alcoholic beverages are
subtly sexualized, which encourages the consumer to indirectly (even if not
subliminally) associate these products with sexuality. And there is the ever
more frequent “product placement” techniques, where images of brands (cars,
sodas, electronics, and so forth) are placed on websites and in popular
television shows and movies. Harris, Bargh, & Brownell (2009)Harris, J. L.,
Bargh, J. A., & Brownell, K. D. (2009). Priming effects of television food
advertising on eating behavior. Health Psychology, 28(4), 404-413. found that
being exposed to food advertising on television significantly increased child
and adult snacking behaviors, again suggesting that the effects of perceived
images, even if presented above the absolute threshold, may nevertheless be
very subtle.

Another example of processing that occurs outside our awareness is seen when
certain areas of the visual cortex are damaged, causing blindsight'°, a condition in
which people are unable to consciously report on visual stimuli but nevertheless are able to
accurately answer questions about what they are seeing. When people with blindsight
are asked directly what stimuli look like, or to determine whether these stimuli are
present at all, they cannot do so at better than chance levels. They report that they
cannot see anything. However, when they are asked more indirect questions, they
are able to give correct answers. For example, people with blindsight are able to
correctly determine an object’s location and direction of movement, as well as
identify simple geometrical forms and patterns (Weiskrantz, 1997).Weiskrantz, L.
(1997). Consciousness lost and found: A neuropsychological exploration. New York, NY:
Oxford University Press. It seems that although conscious reports of the visual
experiences are not possible, there is still a parallel and implicit process at work,
enabling people to perceive certain aspects of the stimuli.
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KEY TAKEAWAYS

+ Sensation is the process of receiving information from the environment
through our sensory organs. Perception is the process of interpreting
and organizing the incoming information in order that we can
understand it and react accordingly.

¢ Transduction is the conversion of stimuli detected by receptor cells to
electrical impulses that are transported to the brain.

« Although our experiences of the world are rich and complex,
humans—Tlike all species—have their own adapted sensory strengths and
sensory limitations.

+ Sensation and perception work together in a fluid, continuous process.

¢ Our judgments in detection tasks are influenced by both the absolute
threshold of the signal as well as our current motivations and
experiences. Signal detection analysis is used to differentiate sensitivity
from response biases.

« The difference threshold, or just noticeable difference, is the ability to
detect the smallest change in a stimulus about 50% of the time.
According to Weber’s law, the just noticeable difference increases in
proportion to the total intensity of the stimulus.

« Research has found that stimuli can influence behavior even when they
are presented below the absolute threshold (i.e., subliminally). The
effectiveness of subliminal advertising, however, has not been shown to
be of large magnitude.

EXERCISES AND CRITICAL THINKING

1. The accidental shooting of one’s own soldiers (friendly fire) frequently
occurs in wars. Based on what you have learned about sensation,
perception, and psychophysics, why do you think soldiers might
mistakenly fire on their own soldiers?

2. If we pick up two letters, one that weighs 1 ounce and one that weighs 2
ounces, we can notice the difference. But if we pick up two packages,
one that weighs 3 pounds 1 ounce and one that weighs 3 pounds 2
ounces, we can’t tell the difference. Why?

3. Take a moment and lie down quietly in your bedroom. Notice the variety
and levels of what you can see, hear, and feel. Does this experience help
you understand the idea of the absolute threshold?
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4.2 Seeing

11. The distance between one wave
peak and the next wave peak.

LEARNING OBJECTIVES

1. Identify the key structures of the eye and the role they play in vision.
Summarize how the eye and the visual cortex work together to sense
and perceive the visual stimuli in the environment, including processing
colors, shape, depth, and motion.

Whereas other animals rely primarily on hearing, smell, or touch to understand the
world around them, human beings rely in large part on vision. A large part of our
cerebral cortex is devoted to seeing, and we have substantial visual skills. Seeing
begins when light falls on the eyes, initiating the process of transduction. Once this
visual information reaches the visual cortex, it is processed by a variety of neurons
that detect colors, shapes, and motion, and that create meaningful perceptions out
of the incoming stimuli.

The air around us is filled with a sea of electromagnetic energy; pulses of energy
waves that can carry information from place to place. As you can see in Figure 4.6
"The Electromagnetic Spectrum", electromagnetic waves vary in their
wavelength''—the distance between one wave peak and the next wave peak, with the
shortest gamma waves being only a fraction of a millimeter in length and the
longest radio waves being hundreds of kilometers long. Humans are blind to almost
all of this energy—our eyes detect only the range from about 400 to 700 billionths of
a meter, the part of the electromagnetic spectrum known as the visible spectrum.
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12.

13.

14.

15.

16.

17.

A clear covering that protects
the eye and begins to focus the
incoming light.

The small opening in the
center of the eye that allows
light to enter.

The colored part of the eye
that controls the size of the
pupil by constricting or
dilating in response to light
intensity.

A structure that focuses the
incoming light on the retina.

The layer of tissue at the back
of the eye that contains
photoreceptor cells.

The process of changing the
curvature of the lens to keep
the light entering the eye
focused on the retina.
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Figure 4.6 The Electromagnetic Spectrum
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Only a small fraction of the electromagnetic energy that surrounds us (the visible spectrum) is detectable by the
human eye.

The Sensing Eye and the Perceiving Visual Cortex

As you can see in Figure 4.7 "Anatomy of the Human Eye", light enters the eye
through the cornea'?, a clear covering that protects the eye and begins to focus the

incoming light. The light then passes through the pupil'®, a small opening in the center
of the eye. The pupil is surrounded by the iris'*, the colored part of the eye that controls
the size of the pupil by constricting or dilating in response to light intensity. When we
enter a dark movie theater on a sunny day, for instance, muscles in the iris open the
pupil and allow more light to enter. Complete adaptation to the dark may take up to
20 minutes.

Behind the pupil is the lens', a structure that focuses the incoming light on the
retina'’, the layer of tissue at the back of the eye that contains photoreceptor cells. As our
eyes move from near objects to distant objects, a process known as visual
accommodation occurs. Visual accommodation'’ is the process of changing the
curvature of the lens to keep the light entering the eye focused on the retina. Rays from the
top of the image strike the bottom of the retina and vice versa, and rays from the
left side of the image strike the right part of the retina and vice versa, causing the
image on the retina to be upside down and backward. Furthermore, the image
projected on the retina is flat, and yet our final perception of the image will be
three dimensional.
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Figure 4.7 Anatomy of the Human Eye
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Light enters the eye through the transparent cornea, passing through the pupil at the center of the iris. The lens
adjusts to focus the light on the retina, where it appears upside down and backward. Receptor cells on the retina
send information via the optic nerve to the visual cortex.

Accommodation is not always perfect, and in some cases the light that is hitting the
retina is a bit out of focus. As you can see in Figure 4.8 "Normal, Nearsighted, and

Farsighted Eyes", if the focus is in front of the retina, we say that the person is
nearsighted, and when the focus is behind the retina we say that the person is
farsighted. Eyeglasses and contact lenses correct this problem by adding another

lens in front of the eye, and laser eye surgery corrects the problem by reshaping the

eye’s own lens.

4.2 Seeing
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Figure 4.8 Normal, Nearsighted, and Farsighted Eyes

Normal vision Nearsighted vision Farsighted vision

For people with normal vision (left), the lens properly focuses incoming light on the retina. For people who are
nearsighted (center), images from far objects focus too far in front of the retina, whereas for people who are
farsighted (right), images from near objects focus too far behind the retina. Eyeglasses solve the problem by adding
a secondary, corrective, lens.

The retina contains layers of neurons specialized to respond to light (see Figure 4.9
"The Retina With Its Specialized Cells"). As light falls on the retina, it first activates
receptor cells known as rods and cones. The activation of these cells then spreads to
the bipolar cells and then to the ganglion cells, which gather together and converge,
like the strands of a rope, forming the optic nerve. The optic nerve'® is a collection of
millions of ganglion neurons that sends vast amounts of visual information, via the
thalamus, to the brain. Because the retina and the optic nerve are active processors
and analyzers of visual information, it is not inappropriate to think of these
structures as an extension of the brain itself.

18. A collection of millions of
ganglion neurons that sends
vast amounts of visual
information, via the thalamus,
to the brain.
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19. Visual neurons that specialize
in detecting black, white, and
gray colors.

20. Visual neurons that are
specialized in detecting fine
detail and colors.

21. The central point of the retina.

4.2 Seeing

Figure 4.9 The Retina With Its Specialized Cells
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When light falls on the retina, it creates a photochemical reaction in the rods and cones at the back of the retina.
The reactions then continue to the bipolar cells, the ganglion cells, and eventually to the optic nerve.

Rods'’ are visual neurons that specialize in detecting black, white, and gray colors. There
are about 120 million rods in each eye. The rods do not provide a lot of detail about
the images we see, but because they are highly sensitive to shorter-waved (darker)
and weak light, they help us see in dim light, for instance, at night. Because the rods
are located primarily around the edges of the retina, they are particularly active in
peripheral vision (when you need to see something at night, try looking away from
what you want to see). Cones? are visual neurons that are specialized in detecting fine
detail and colors. The 5 million or so cones in each eye enable us to see in color, but
they operate best in bright light. The cones are located primarily in and around the
fovea®, which is the central point of the retina.

To demonstrate the difference between rods and cones in attention to detail, choose
a word in this text and focus on it. Do you notice that the words a few inches to the
side seem more blurred? This is because the word you are focusing on strikes the
detail-oriented cones, while the words surrounding it strike the less-detail-oriented
rods, which are located on the periphery.
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Figure 410 Mona Lisa’s Smile

Margaret Livingstone (2002)Livingstone M. S. (2000). Is it warm? Is it real? Or just low spatial frequency? Science,
290, 1299. found an interesting effect that demonstrates the different processing capacities of the eye’s rods and
cones—namely, that the Mona Lisa’s smile, which is widely referred to as “elusive,” is perceived differently
depending on how one looks at the painting. Because Leonardo da Vinci painted the smile in low-detail brush
strokes, these details are better perceived by our peripheral vision (the rods) than by the cones. Livingstone found
that people rated the Mona Lisa as more cheerful when they were instructed to focus on her eyes than they did when
they were asked to look directly at her mouth. As Livingstone put it, “She smiles until you look at her mouth, and
then it fades, like a dim star that disappears when you look directly at it.”

Source: Photo courtesy of the Louvre Museum,

As you can see in Figure 4.11 "Pathway of Visual Images Through the Thalamus and

Into the Visual Cortex", the sensory information received by the retina is relayed
through the thalamus to corresponding areas in the visual cortex, which is located
in the occipital lobe at the back of the brain. Although the principle of contralateral
control might lead you to expect that the left eye would send information to the
right brain hemisphere and vice versa, nature is smarter than that. In fact, the left
and right eyes each send information to both the left and the right hemisphere, and
the visual cortex processes each of the cues separately and in parallel. This is an
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adaptational advantage to an organism that loses sight in one eye, because even if
only one eye is functional, both hemispheres will still receive input from it.

Figure 4.11 Pathway of Visual Images Through the Thalamus and Into the Visual Cortex

Visual area
of the thalamus

Retina

Visual
cortex

The left and right eyes each send information to both the left and the right brain hemisphere.

The visual cortex is made up of specialized neurons that turn the sensations they
receive from the optic nerve into meaningful images. Because there are no
photoreceptor cells at the place where the optic nerve leaves the retina, a hole or
blind spot in our vision is created (see Figure 4.12 "Blind Spot Demonstration").
When both of our eyes are open, we don’t experience a problem because our eyes
are constantly moving, and one eye makes up for what the other eye misses. But the
visual system is also designed to deal with this problem if only one eye is open—the
visual cortex simply fills in the small hole in our vision with similar patterns from
the surrounding areas, and we never notice the difference. The ability of the visual
system to cope with the blind spot is another example of how sensation and
perception work together to create meaningful experience.
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Figure 4.12 Blind Spot Demonstration

You can get an idea of the extent of your blind spot (the place where the optic nerve leaves the retina) by trying this
demonstration. Close your left eye and stare with your right eye at the cross in the diagram. You should be able to
see the elephant image to the right (don’t look at it, just notice that it is there). If you can’t see the elephant, move
closer or farther away until you can. Now slowly move so that you are closer to the image while you keep looking at
the cross. At one distance (probably a foot or so), the elephant will completely disappear from view because its
image has fallen on the blind spot.

Perception is created in part through the simultaneous action of thousands of
feature detector neurons*’—specialized neurons, located in the visual cortex, that
respond to the strength, angles, shapes, edges, and movements of a visual stimulus (Kelsey,
1997; Livingstone & Hubel, 1988).Kelsey, C.A. (1997). Detection of visual information.
In W. R. Hendee & P. N. T. Wells (Eds.), The perception of visual information (2nd ed.).
New York, NY: Springer Verlag; Livingstone, M., & Hubel, D. (1998). Segregation of
form, color, movement, and depth: Anatomy, physiology, and perception. Science,
240, 740-749. The feature detectors work in parallel, each performing a specialized
function. When faced with a red square, for instance, the parallel line feature
detectors, the horizontal line feature detectors, and the red color feature detectors
all become activated. This activation is then passed on to other parts of the visual
cortex where other neurons compare the information supplied by the feature
detectors with images stored in memory. Suddenly, in a flash of recognition, the
many neurons fire together, creating the single image of the red square that we
experience (Rodriguez et al., 1999).Rodriguez, E., George, N., Lachaux, J.-P.,
Martinerie, J., Renault, B., & Varela, F. J. (1999). Perception’s shadow: Long-distance
synchronization of human brain activity. Nature, 397(6718), 430-433.
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Figure 4.13

The Necker cube is an example of how the visual system creates perceptions out of sensations. We do not see a series
of lines, but rather a cube. Which cube we see varies depending on the momentary outcome of perceptual processes
in the visual cortex.

Some feature detectors are tuned to selectively respond to particularly important
objects, for instance, faces, smiles, and other parts of the body (Downing, Jiang,
Shuman, & Kanwisher, 2001; Haxby et al., 2001).Downing, P. E., Jiang, Y., Shuman,
M., & Kanwisher, N. (2001). A cortical area selective for visual processing of the
human body. Science, 293(5539), 2470-2473; Haxby, J. V., Gobbini, M. 1., Furey, M. L.,
Ishai, A., Schouten, J. L., & Pietrini, P. (2001). Distributed and overlapping
representations of faces and objects in ventral temporal cortex. Science, 293(5539),
2425-2430. When researchers disrupted face recognition areas of the cortex using
the magnetic pulses of transcranial magnetic stimulation (TMS), people were
temporarily unable to recognize faces, and yet they were still able to recognize
houses (McKone, Kanwisher, & Duchaine, 2007; Pitcher, Walsh, Yovel, & Duchaine,
2007).McKone, E., Kanwisher, N., & Duchaine, B. C. (2007). Can generic expertise
explain special processing for faces? Trends in Cognitive Sciences, 11, 8-15; Pitcher, D.,
Walsh, V., Yovel, G., & Duchaine, B. (2007). TMS evidence for the involvement of the
right occipital face area in early face processing. Current Biology, 17, 1568-1573.
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Perceiving Color

It has been estimated that the human visual system can detect and discriminate
among 7 million color variations (Geldard, 1972),Geldard, F. A. (1972). The human
senses (2nd ed.). New York, NY: John Wiley & Sons. but these variations are all
created by the combinations of the three primary colors: red, green, and blue. The
shade of a color, known as hue®, is conveyed by the wavelength of the light that
enters the eye (we see shorter wavelengths as more blue and longer wavelengths as
more red), and we detect brightness from the intensity or height of the wave (bigger
or more intense waves are perceived as brighter).

Figure 414 Low- and High-Frequency Sine Waves and Low- and High-Intensity Sine Waves and Their
Corresponding Colors

Light wave characteristics
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Light waves with shorter frequencies are perceived as more blue than red; light waves with higher intensity are seen
as brighter.

In his important research on color vision, Hermann von Helmholtz (1821-1894)
theorized that color is perceived because the cones in the retina come in three
types. One type of cone reacts primarily to blue light (short wavelengths), another
reacts primarily to green light (medium wavelengths), and a third reacts primarily
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to red light (long wavelengths). The visual cortex then detects and compares the
strength of the signals from each of the three types of cones, creating the
experience of color. According to this Young-Helmholtz trichromatic color
theory®*, what color we see depends on the mix of the signals from the three types of cones.
If the brain is receiving primarily red and blue signals, for instance, it will perceive
purple; if it is receiving primarily red and green signals it will perceive yellow; and
if it is receiving messages from all three types of cones it will perceive white.

The different functions of the three types of cones are apparent in people who
experience color blindness*—the inability to detect either green and/or red colors.
About 1 in 50 people, mostly men, lack functioning in the red- or green-sensitive
cones, leaving them only able to experience either one or two colors (Figure 4.15).

Figure 4.15

People with normal color vision can see the number 42 in the first image and the number 12 in the second (they are
vague but apparent). However, people who are color blind cannot see the numbers at all.

Source: Courtesy of http://commons.wikimedia.org/wiki/File:Ishihara_11.PNG and http://commons.wikimedia.org/
wiki/File:Ishihara_23.PNG.

The trichromatic color theory cannot explain all of human vision, however. For one,
although the color purple does appear to us as a mixing of red and blue, yellow does
not appear to be a mix of red and green. And people with color blindness, who
cannot see either green or red, nevertheless can still see yellow. An alternative
approach to the Young-Helmholtz theory, known as the opponent-process color
theory®®, proposes that we analyze sensory information not in terms of three colors but
rather in three sets of “opponent colors”: red-green, yellow-blue, and white-black. Evidence
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for the opponent-process theory comes from the fact that some neurons in the
retina and in the visual cortex are excited by one color (e.g., red) but inhibited by
another color (e.g., green).

One example of opponent processing occurs in the experience of an afterimage. If
you stare at the flag on the left side of Figure 4.16 "U.S. Flag" for about 30 seconds
(the longer you look, the better the effect), and then move your eyes to the blank
area to the right of it, you will see the afterimage. When we stare at the green
stripes, our green receptors habituate and begin to process less strongly, whereas
the red receptors remain at full strength. When we switch our gaze, we see
primarily the red part of the opponent process. Similar processes create blue after
yellow and white after black.

Figure 4.16

The presence of an afterimage is best explained by the opponent-process theory of color perception. Stare at the flag
for a few seconds, and then move your gaze to the blank space next to it. Do you see the afterimage?

Source: Photo courtesy of Mike Swanson, http://en.wikipedia.org/wiki/File:US_flag(inverted).svg.

The tricolor and the opponent-process mechanisms work together to produce color
vision. When light rays enter the eye, the red, blue, and green cones on the retina
respond in different degrees, and send different strength signals of red, blue, and
green through the optic nerve. The color signals are then processed both by the
ganglion cells and by the neurons in the visual cortex (Gegenfurtner & Kiper,
2003).Gegenfurtner, K. R., & Kiper, D. C. (2003). Color vision. Annual Review of
Neuroscience, 26, 181-206.

Perceiving Form

One of the important processes required in vision is the perception of form. German
psychologists in the 1930s and 1940s, including Max Wertheimer (1880-1943), Kurt
Koffka (1886-1941), and Wolfgang Kohler (1887-1967), argued that we create forms
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out of their component sensations based on the idea of the gestalt®’, a meaningfully
organized whole. The idea of the gestalt is that the “whole is more than the sum of its

parts.” Some examples of how gestalt principles lead us to see more than what is

actually there are summarized in Table 4.1 "Summary of Gestalt Principles of Form
Perception".

Table 4.1 Summary of Gestalt Principles of Form Perception

X X X

< < < <

Figure We structure | At right, you may see a vase
and input such or you may see two faces, but
ground that we in either case, you will Figure 4.1
always seea | organize the image as a figure
figure against a ground.
(image)
against a
ground
(background).
Similarity | Stimuli that | You are more likely to see
are similar to | three similar columns among
each other the XYX characters at right Figure 4.1
tend to be than you are to see four rows.
grouped X
together.

X X X X

181



Chapter 4 Sensing and Perceiving

Proximity | We tend to Do you see four or eight

group nearby | images at right? Principles of

figures proximity suggest that you Figure 4.1

together. might see only four.

0 0000

Continuity | We tend to At right, most people see a

perceive line of dots that moves from

stimuli in the lower left to the upper Figure 4.1

smooth, right, rather than a line that

continuous moves from the left and then

ways rather | suddenly turns down. The ..

than in more | principle of continuity leads o & ®

discontinuous | us to see most lines as & ([ ]

ways. following the smoothest @ o

possible path. .. o

Closure We tend to Closure leads us to see a

fill in gaps in | single spherical object at

an right rather than a set of Figure 4.1

incomplete unrelated cones.

image to

create a ‘ (

complete, \ (

whole object. -

“9 o
2\
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Perceiving Depth

Depth perception® is the ability to perceive three-dimensional space and to accurately
judge distance. Without depth perception, we would be unable to drive a car, thread
aneedle, or simply navigate our way around the supermarket (Howard & Rogers,
2001).Howard, 1. P., & Rogers, B. J. (2001). Seeing in depth: Basic mechanisms (Vol. 1).
Toronto, Ontario, Canada: Porteous. Research has found that depth perception is in
part based on innate capacities and in part learned through experience
(Witherington, 2005).Witherington, D. C. (2005). The development of prospective
grasping control between 5 and 7 months: A longitudinal study. Infancy, 7(2),
143-161.

Psychologists Eleanor Gibson and Richard Walk (1960)Gibson, E. J., & Walk, R. D.
(1960). The “visual cliff.” Scientific American, 202(4), 64-71. tested the ability to
perceive depth in 6- to 14-month-old infants by placing them on a visual cliff*’, a
mechanism that gives the perception of a dangerous drop-off, in which infants can be safely
tested for their perception of depth (Eigure 4.22 "Visual Cliff"). The infants were placed
on one side of the “cliff,” while their mothers called to them from the other side.
Gibson and Walk found that most infants either crawled away from the cliff or
remained on the board and cried because they wanted to go to their mothers, but
the infants perceived a chasm that they instinctively could not cross. Further
research has found that even very young children who cannot yet crawl are fearful
of heights (Campos, Langer, & Krowitz, 1970).Campos, J. J., Langer, A., & Krowitz, A.
(1970). Cardiac responses on the visual cliff in prelocomotor human infants. Science,
170(3954), 196-197. On the other hand, studies have also found that infants improve
their hand-eye coordination as they learn to better grasp objects and as they gain
more experience in crawling, indicating that depth perception is also learned
(Adolph, 2000).Adolph, K. E. (2000). Specificity of learning: Why infants fall over a
veritable cliff. Psychological Science, 11(4), 290-295.

Depth perception is the result of our use of depth
cues’’, messages from our bodies and the external
environment that supply us with information about space and
distance. Binocular depth cues®' are depth cues that are
created by retinal image disparity—that is, the space between
our eyes, and thus which require the coordination of both
eyes. One outcome of retinal disparity is that the images
projected on each eye are slightly different from each
other. The visual cortex automatically merges the two
images into one, enabling us to perceive depth. Three-
dimensional movies make use of retinal disparity by
using 3-D glasses that the viewer wears to create a different image on each eye. The
perceptual system quickly, easily, and unconsciously turns the disparity into 3-D.

Figure 4.22 Visual Cliff
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An important binocular depth cue is convergence’?, the

inward turning of our eyes that is required to focus on objects  Babies appear to have the innate

that are less than about 50 feet away from us. The visual ability to perceive depth, as seen

cortex uses the size of the convergence angle between & this baby’s reluctance to cross
X . . . the “visual cliff.

the eyes to judge the object’s distance. You will be able

to feel your eyes converging if you slowly bring a finger

closer to your nose while continuing to focus on it.

When you close one eye, you no longer feel the

tension—convergence is a binocular depth cue that requires both eyes to work.

The visual system also uses accommodation to help determine depth. As the lens
changes its curvature to focus on distant or close objects, information relayed from
the muscles attached to the lens helps us determine an object’s distance.
Accommodation is only effective at short viewing distances, however, so while it
comes in handy when threading a needle or tying shoelaces, it is far less effective
when driving or playing sports.

Although the best cues to depth occur when both eyes work together, we are able to
see depth even with one eye closed. Monocular depth cues® are depth cues that help
us perceive depth using only one eye (Sekuler & Blake, 2006).Sekuler, R., & Blake, R.,
(2006). Perception (5th ed.). New York, NY: McGraw-Hill. Some of the most important
are summarized in Table 4.2 "Monocular Depth Cues That Help Us Judge Depth at a
Distance".

Table 4.2 Monocular Depth Cues That Help Us Judge Depth at a Distance

Name Description Example Image
Position We tend to see The fence posts at
objects higher up in | right appear farther
our field of vision as | away not only Figure4.2
farther away. because they

become smaller but
also because they
appear higher up in
the picture.
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Name Description Example Image
Relative size | Assuming that the | Atright, the cars in
objects in a scene the distance appear
are the same size, smaller than those Figure 4.2

smaller objects are
perceived as farther
away.

nearer to us.

Linear Parallel lines appear | We know that the
perspective | to converge ata tracks at right are
distance. parallel. When they Figure 4.2
appear closer
together, we
determine they are
farther away.
Light and The eye receives We see the images
shadow more reflected light | at right as
from objects that extending and Figure 4.2
are closer to us. indented according
Normally, light to their shadowing. . ——
comes from above, [ If we invert the s
so darker images are | picture, the images - = o
in shadow. will reverse. e
A
_—_—
P
_—
N
— -
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Name Description Example Image
Interposition | When one object At right, because
overlaps another the blue star covers
object, we view it as | the pink bar, it is Figure 42
closer. seen as closer than
the yellow moon.
A
- 4
Aerial Objects that appear | The artist who
perspective | hazy, or that are painted the picture
covered with smog | on the right used Figure 42
or dust, appear aerial perspective to
farther away. make the clouds
more hazy and thus
appear farther
away.

Photo sources: TBD

Perceiving Motion

Many animals, including human beings, have very sophisticated perceptual skills

that allow them to coordinate their own motion with the motion of moving objects
in order to create a collision with that object. Bats and birds use this mechanism to
catch up with prey, dogs use it to catch a Frisbee, and humans use it to catch a
moving football. The brain detects motion partly from the changing size of an

image on the retina (objects that look bigger are usually closer to us) and in part

from the relative brightness of objects.

We also experience motion when objects near each other change their appearance.

The beta effect® refers to the perception of motion that occurs when different images are
presented next to each other in succession (see Note 4.43 "Beta Effect and Phi
Phenomenon"). The visual cortex fills in the missing part of the motion and we see
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the object moving. The beta effect is used in movies to create the experience of
motion. A related effect is the phi phenomenon®, in which we perceive a sensation of
motion caused by the appearance and disappearance of objects that are near each other.
The phi phenomenon looks like a moving zone or cloud of background color
surrounding the flashing objects. The beta effect and the phi phenomenon are other
examples of the importance of the gestalt—our tendency to “see more than the sum
of the parts.”

Beta Effect and Phi Phenomenon

In the beta effect, our eyes detect motion from a series of still images, each with
the object in a different place. This is the fundamental mechanism of motion
pictures (movies). In the phi phenomenon, the perception of motion is based on
the momentary hiding of an image.

Phi phenomenon: http://upload.wikimedia.org/wikipedia/commons/6/6e/
Lilac-Chaser.gif

Beta effect: http://upload.wikimedia.org/wikipedia/commons/0/09/
Phi_phenomenom no_watermark.gif
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KEY TAKEAWAYS

« Vision is the process of detecting the electromagnetic energy that
surrounds us. Only a small fraction of the electromagnetic spectrum is
visible to humans.

« The visual receptor cells on the retina detect shape, color, motion, and
depth.

« Light enters the eye through the transparent cornea and passes through
the pupil at the center of the iris. The lens adjusts to focus the light on
the retina, where it appears upside down and backward. Receptor cells
on the retina are excited or inhibited by the light and send information
to the visual cortex through the optic nerve.

« The retina has two types of photoreceptor cells: rods, which detect
brightness and respond to black and white, and cones, which respond to
red, green, and blue. Color blindness occurs when people lack function
in the red- or green-sensitive cones.

+ Feature detector neurons in the visual cortex help us recognize objects,
and some neurons respond selectively to faces and other body parts.

+ The Young-Helmbholtz trichromatic color theory proposes that color
perception is the result of the signals sent by the three types of cones,
whereas the opponent-process color theory proposes that we perceive
color as three sets of opponent colors: red-green, yellow-blue, and
white-black.

« The ability to perceive depth occurs through the result of binocular and
monocular depth cues.

« Motion is perceived as a function of the size and brightness of objects.
The beta effect and the phi phenomenon are examples of perceived
motion.

EXERCISES AND CRITICAL THINKING

1. Consider some ways that the processes of visual perception help you
engage in an everyday activity, such as driving a car or riding a bicycle.

2. Imagine for a moment what your life would be like if you couldn’t see.
Do you think you would be able to compensate for your loss of sight by
using other senses?
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36. The wavelength of a sound
wave.,

37. The perceived frequency of a
sound.

LEARNING OBJECTIVES

1. Draw a picture of the ear and label its key structures and functions, and
describe the role they play in hearing.
2. Describe the process of transduction in hearing.

Like vision and all the other senses, hearing begins with transduction. Sound waves
that are collected by our ears are converted into neural impulses, which are sent to
the brain where they are integrated with past experience and interpreted as the
sounds we experience. The human ear is sensitive to a wide range of sounds,
ranging from the faint tick of a clock in a nearby room to the roar of a rock band at
a nightclub, and we have the ability to detect very small variations in sound. But the
ear is particularly sensitive to sounds in the same frequency as the human voice. A
mother can pick out her child’s voice from a host of others, and when we pick up
the phone we quickly recognize a familiar voice. In a fraction of a second, our
auditory system receives the sound waves, transmits them to the auditory cortex,
compares them to stored knowledge of other voices, and identifies the identity of
the caller.

The Ear

Just as the eye detects light waves, the ear detects sound waves. Vibrating objects
(such as the human vocal chords or guitar strings) cause air molecules to bump into
each other and produce sound waves, which travel from their source as peaks and
valleys much like the ripples that expand outward when a stone is tossed into a
pond. Unlike light waves, which can travel in a vacuum, sound waves are carried
within mediums such as air, water, or metal, and it is the changes in pressure
associated with these mediums that the ear detects.

As with light waves, we detect both the wavelength and the amplitude of sound
waves. The wavelength of the sound wave (known as frequency?®) is measured in
terms of the number of waves that arrive per second and determines our perception
of pitch®, the perceived frequency of a sound. Longer sound waves have lower
frequency and produce a lower pitch, whereas shorter waves have higher frequency
and a higher pitch.
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38. The height of a sound wave.
39. The degree of sound volume.
40. The unit of relative loudness.

41. The external and v isible part
of the ear.
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The amplitude®®, or height of the sound wave, determines how much energy it
contains and is perceived as loudness™ (the degree of sound volume). Larger waves
are perceived as louder. Loudness is measured using the unit of relative loudness
known as the decibel®. Zero decibels represent the absolute threshold for human
hearing, below which we cannot hear a sound. Each increase in 10 decibels
represents a tenfold increase in the loudness of the sound (see Figure 4.29 "Sounds
in Everyday Life"). The sound of a typical conversation (about 60 decibels) is 1,000
times louder than the sound of a faint whisper (30 decibels), whereas the sound of a
jackhammer (130 decibels) is 10 billion times louder than the whisper.

Figure 4.29 Sounds in Everyday Life

Levels of Noise in decibels (dB)

Painful and dangerous

Use hearing protection or avoid

eos (at full volume)

Jackhammers
Ambulances

Uncomfortable

Dangerous over 30 seconds 120
Jet planes (during takeoff)

Very loud

Dangerous over 30 minutes 110
Concerts (any genre of music)
Car horns
Sporting events

100
Snowmobiles
MP3 players (at full volume)

90
Lawnmowers
Power tools
Blenders
Hair dryers

Over 85 dB for extended periods can cause permanent hearing loss.

80
Alarm clocks

70
Traffic
Vacuum cleaners

Moderate

60
Normal conversation
Dishwashers

50
Moderate rainfall

Soft

40
Quietlibrary

Faint

20
Leaves rustling

The human ear can comfortably hear sounds up to 80 decibels. Prolonged exposure to sounds above 80 decibels can
cause hearing loss.

Audition begins in the pinna®', the external and visible part of the ear, which is shaped
like a funnel to draw in sound waves and guide them into the auditory canal. At the
end of the canal, the sound waves strike the tightly stretched, highly sensitive
membrane known as the tympanic membrane (or eardrum)*’, which vibrates with
the waves. The resulting vibrations are relayed into the middle ear through three
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43. The three tiny bones in the ear
(hammer, anvil, and stirrup)
that relay sound from the
eardrum to the cochlea.

44. A snail-shaped liquid-filled
tube in the inner ear that
contains the cilia.

45. The membrane covering the
opening of the cochlea.

4.3 Hearing

tiny bones, known as the ossicles**—the hammer (or malleus), anvil (or incus), and
stirrup (or stapes)—to the cochlea*, a snail-shaped liquid-filled tube in the inner ear.
The vibrations cause the oval window**, the membrane covering the opening of the
cochlea, to vibrate, disturbing the fluid inside the cochlea.

The movements of the fluid in the cochlea bend the hair cells of the inner ear, much
in the same way that a gust of wind bends over wheat stalks in a field. The
movements of the hair cells trigger nerve impulses in the attached neurons, which
are sent to the auditory nerve and then to the auditory cortex in the brain. The
cochlea contains about 16,000 hair cells, each of which holds a bundle of fibers
known as cilia on its tip. The cilia are so sensitive that they can detect a movement
that pushes them the width of a single atom. To put things in perspective, cilia
swaying at the width of an atom is equivalent to the tip of the Eiffel Tower swaying
by half an inch (Corey et al., 2004).Corey, D. P., Garcia-Afioveros, J., Holt, J. R., Kwan,
K.Y., Lin, S.-Y., Vollrath, M. A., Amalfitano, A.,...Zhang, D.-S. (2004). TRPA1 is a
candidate for the mechano-sensitive transduction channel of vertebrate hair cells.
Nature, 432, 723-730. Retrieved from http://www.nature.com/nature/journal/v432/
n7018/full/nature03066.html

Figure 430 The Human Ear
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46. A theory of pitch perception
that proposes that nerve
impulses corresponding to the
pitch of a sound are sent to the
auditory nerve.

47. A theory of pitch perception
that proposes that different
areas of the cochlea respond to
different sound frequencies.

4.3 Hearing

Sound waves enter the outer ear and are transmitted through the auditory canal to the eardrum. The resulting
vibrations are moved by the three small ossicles into the cochlea, where they are detected by hair cells and sent to
the auditory nerve.

Although loudness is directly determined by the number of hair cells that are
vibrating, two different mechanisms are used to detect pitch. The frequency
theory of hearing proposes that whatever the pitch of a sound wave, nerve impulses of
a corresponding frequency will be sent to the auditory nerve. For example, a tone
measuring 600 hertz will be transduced into 600 nerve impulses a second. This
theory has a problem with high-pitched sounds, however, because the neurons
cannot fire fast enough. To reach the necessary speed, the neurons work together in
a sort of volley system in which different neurons fire in sequence, allowing us to
detect sounds up to about 4,000 hertz.

Not only is frequency important, but location is critical as well. The cochlea relays
information about the specific area, or place, in the cochlea that is most activated
by the incoming sound. The place theory of hearing’” proposes that different areas
of the cochlea respond to different frequencies. Higher tones excite areas closest to the
opening of the cochlea (near the oval window). Lower tones excite areas near the
narrow tip of the cochlea, at the opposite end. Pitch is therefore determined in part
by the area of the cochlea firing the most frequently.

Just as having two eyes in slightly different positions allows us to perceive depth, so
the fact that the ears are placed on either side of the head enables us to benefit
from stereophonic, or three-dimensional, hearing. If a sound occurs on your left
side, the left ear will receive the sound slightly sooner than the right ear, and the
sound it receives will be more intense, allowing you to quickly determine the
location of the sound. Although the distance between our two ears is only about 6
inches, and sound waves travel at 750 miles an hour, the time and intensity
differences are easily detected (Middlebrooks & Green, 1991).Middlebrooks, J. C., &
Green, D. M. (1991). Sound localization by human listeners. Annual Review of
Psychology, 42, 135-159. When a sound is equidistant from both ears, such as when it
is directly in front, behind, beneath or overhead, we have more difficulty
pinpointing its location. It is for this reason that dogs (and people, too) tend to cock
their heads when trying to pinpoint a sound, so that the ears receive slightly
different signals.

Hearing Loss

More than 31 million Americans suffer from some kind of hearing impairment
(Kochkin, 2005).Kochkin, S. (2005). MarkeTrak VII: Hearing loss population tops 31
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million people. Hearing Review, 12(7) 16-29. Conductive hearing loss is caused by
physical damage to the ear (such as to the eardrums or ossicles) that reduce the
ability of the ear to transfer vibrations from the outer ear to the inner ear.
Sensorineural hearing loss, which is caused by damage to the cilia or to the auditory
nerve, is less common overall but frequently occurs with age (Tennesen,
2007).Tennesen, M. (2007, March 10). Gone today, hear tomorrow. New Scientist, 2594,
42-45. The cilia are extremely fragile, and by the time we are 65 years old, we will
have lost 40% of them, particularly those that respond to high-pitched sounds
(Chisolm, Willott, & Lister, 2003).Chisolm, T. H., Willott, J. F., & Lister, J. J. (2003).
The aging auditory system: Anatomic and physiologic changes and implications for
rehabilitation. International Journal of Audiology, 42(Suppl. 2), 253-2510.

Prolonged exposure to loud sounds will eventually create sensorineural hearing loss
as the cilia are damaged by the noise. People who constantly operate noisy
machinery without using appropriate ear protection are at high risk of hearing loss,
as are people who listen to loud music on their headphones or who engage in noisy
hobbies, such as hunting or motorcycling. Sounds that are 85 decibels or more can
cause damage to your hearing, particularly if you are exposed to them repeatedly.
Sounds of more than 130 decibels are dangerous even if you are exposed to them
infrequently. People who experience tinnitus (a ringing or a buzzing sensation) after
being exposed to loud sounds have very likely experienced some damage to their
cilia. Taking precautions when being exposed to loud sound is important, as cilia do
not grow back.

While conductive hearing loss can often be improved through hearing aids that
amplify the sound, they are of little help to sensorineural hearing loss. But if the
auditory nerve is still intact, a cochlear implant may be used. A cochlear implant is a
device made up of a series of electrodes that are placed inside the cochlea. The
device serves to bypass the hair cells by stimulating the auditory nerve cells
directly. The latest implants utilize place theory, enabling different spots on the
implant to respond to different levels of pitch. The cochlear implant can help
children hear who would normally be deaf, and if the device is implanted early
enough, these children can frequently learn to speak, often as well as normal
children do (Dettman, Pinder, Briggs, Dowell, & Leigh, 2007; Dorman & Wilson,
2004).Dettman, S. J., Pinder, D., Briggs, R. J. S., Dowell, R. C., & Leigh, J. R. (2007).
Communication development in children who receive the cochlear implant younger
than 12 months: Risk versus benefits. Ear and Hearing, 28(2, Suppl.), 11S-18S;
Dorman, M. F., & Wilson, B. S. (2004). The design and function of cochlear implants.
American Scientist, 92, 436-445.
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KEY TAKEAWAYS

+ Sound waves vibrating through mediums such as air, water, or metal are
the stimulus energy that is sensed by the ear.

+ The hearing system is designed to assess frequency (pitch) and
amplitude (loudness).

+ Sound waves enter the outer ear (the pinna) and are sent to the eardrum
via the auditory canal. The resulting vibrations are relayed by the three
ossicles, causing the oval window covering the cochlea to vibrate. The
vibrations are detected by the cilia (hair cells) and sent via the auditory
nerve to the auditory cortex.

¢ There are two theories as to how we perceive pitch: The frequency
theory of hearing suggests that as a sound wave’s pitch changes, nerve
impulses of a corresponding frequency enter the auditory nerve. The
place theory of hearing suggests that we hear different pitches because
different areas of the cochlea respond to higher and lower pitches.

+ Conductive hearing loss is caused by physical damage to the ear or
eardrum and may be improved by hearing aids or cochlear implants.
Sensorineural hearing loss, caused by damage to the hair cells or
auditory nerves in the inner ear, may be produced by prolonged
exposure to sounds of more than 85 decibels.

EXERCISE AND CRITICAL THINKING

1. Given what you have learned about hearing in this chapter, are you
engaging in any activities that might cause long-term hearing loss? If so,
how might you change your behavior to reduce the likelihood of
suffering damage?
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4.4 Tasting, Smelling, and Touching

LEARNING OBJECTIVES

1. Summarize how the senses of taste and olfaction transduce stimuli into
perceptions.

2. Describe the process of transduction in the senses of touch and
proprioception.

3. Outline the gate control theory of pain. Explain why pain matters and
how it may be controlled.

Although vision and hearing are by far the most important, human sensation is
rounded out by four other senses, each of which provides an essential avenue to a
better understanding of and response to the world around us. These other senses
are touch, taste, smell, and our sense of body position and movement (proprioception).

Tasting

Taste is important not only because it allows us to enjoy the food we eat, but even
more crucial, because it leads us toward foods that provide energy (sugar, for
instance) and away from foods that could be harmful. Many children are picky
eaters for a reason—they are biologically predisposed to be very careful about what
they eat. Together with the sense of smell, taste helps us maintain appetite, assess
potential dangers (such as the odor of a gas leak or a burning house), and avoid
eating poisonous or spoiled food.

Our ability to taste begins at the taste receptors on the tongue. The tongue detects
six different taste sensations, known respectively as sweet, salty, sour, bitter, piquancy
(spicy), and umami (savory). Umami is a meaty taste associated with meats, cheeses,
soy, seaweed, and mushrooms, and particularly found in monosodium glutamate
(MSG), a popular flavor enhancer (Tkeda, 1909/2002; Sugimoto & Ninomiya,
2005).1keda, K. (2002). [New seasonings]. Chemical Senses, 27(9), 847-849. Translated
and shortened to 75% by Y. Ogiwara & Y. Ninomiya from the Journal of the Chemical
Society of Tokyo, 30, 820-836. (Original work published 1909); Sugimoto, K., &
Ninomiya, Y. (2005). Introductory remarks on umami research: Candidate receptors
and signal transduction mechanisms on umami. Chemical Senses, 30(Suppl. 1),
Pi21-i22.
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Our tongues are covered with taste buds, which are designed to sense chemicals in
the mouth. Most taste buds are located in the top outer edges of the tongue, but
there are also receptors at the back of the tongue as well as on the walls of the
mouth and at the back of the throat. As we chew food, it dissolves and enters the
taste buds, triggering nerve impulses that are transmitted to the brain (Northcutt,
2004).Northcutt, R. G. (2004). Taste buds: Development and evolution. Brain, Behavior
and Evolution, 64(3), 198-206. Human tongues are covered with 2,000 to 10,000 taste
buds, and each bud contains between 50 and 100 taste receptor cells. Taste buds are
activated very quickly; a salty or sweet taste that touches a taste bud for even one
tenth of a second will trigger a neural impulse (Kelling & Halpern, 1983).Kelling, S.
T., & Halpern, B. P. (1983). Taste flashes: Reaction times, intensity, and quality.
Science, 219, 412-414. On average, taste buds live for about 5 days, after which new
taste buds are created to replace them. As we get older, however, the rate of
creation decreases making us less sensitive to taste. This change helps explain why
some foods that seem so unpleasant in childhood are more enjoyable in adulthood.

The area of the sensory cortex that responds to taste is in a very similar location to
the area that responds to smell, a fact that helps explain why the sense of smell also
contributes to our experience of the things we eat. You may remember having had
difficulty tasting food when you had a bad cold, and if you block your nose and taste
slices of raw potato, apple, and parsnip, you will not be able to taste the differences
between them. Our experience of texture in a food (the way we feel it on our
tongues) also influences how we taste it.

Smelling

As we breathe in air through our nostrils, we inhale airborne chemical molecules,
which are detected by the 10 million to 20 million receptor cells embedded in the
olfactory membrane of the upper nasal passage. The olfactory receptor cells are topped
with tentacle-like protrusions that contain receptor proteins. When an odor
receptor is stimulated, the membrane sends neural messages up the olfactory nerve
to the brain (see Figure 4.31 "Smell Receptors").
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Figure 4.31 Smell Receptors
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There are more than 1,000 types of odor receptor cells in the olfactory membrane.

We have approximately 1,000 types of odor receptor cells (Bensafi et al.,
2004),Bensafi, M., Zelano, C., Johnson, B., Mainland, J., Kahn, R., & Sobel, N. (2004).
Olfaction: From sniff to percept. In M. S. Gazzaniga (Ed.), The cognitive neurosciences
(3rd ed.). Cambridge, MA: MIT Press. and it is estimated that we can detect 10,000
different odors (Malnic, Hirono, Sato, & Buck, 1999).Malnic, B., Hirono, J., Sato, T., &
Buck, L. B. (1999). Combinatorial receptor codes for odors. Cell, 96, 713-723. The
receptors come in many different shapes and respond selectively to different
smells. Like a lock and key, different chemical molecules “fit” into different
receptor cells, and odors are detected according to their influence on a combination
of receptor cells. Just as the 10 digits from 0 to 9 can combine in many different
ways to produce an endless array of phone numbers, odor molecules bind to
different combinations of receptors, and these combinations are decoded in the
olfactory cortex. As you can see in Figure 4.32 "Age Differences in Smell", women
tend to have a more acute sense of smell than men. The sense of smell peaks in
early adulthood and then begins a slow decline. By ages 60 to 70, the sense of smell
has become sharply diminished.
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Figure 4.32 Age Differences in Smell
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The ability to identify common odorants declines markedly between 20 and 70 years of age.

Source: Adapted from Murphy, C. (1986). Taste and smell in the elderly. In H. L. Meiselman & R. S. Rivlin (Eds.),
Clinical measurement of taste and smell (Vol. 1, pp. 343-371). New York, NY: Macmillan.

Touching

The sense of touch is essential to human development. Infants thrive when they are
cuddled and attended to, but not if they are deprived of human contact (Baysinger,
Plubell, & Harlow, 1973; Feldman, 2007; Haradon, Bascom, Dragomir, & Scripcaru,
1994).Baysinger, C. M., Plubell, P. E., & Harlow, H. F. (1973). A variable-temperature
surrogate mother for studying attachment in infant monkeys. Behavior Research
Methods & Instrumentation, 5(3), 269-272; Feldman, R. (2007). Maternal-infant contact
and child development: Insights from the kangaroo intervention. In L. L’Abate (Ed.),
Low-cost approaches to promote physical and mental health: Theory, research, and practice
(pp-. 323-351). New York, NY: Springer Science + Business Media; Haradon, G.,
Bascom, B., Dragomir, C., & Scripcaru, V. (1994). Sensory functions of
institutionalized Romanian infants: A pilot study. Occupational Therapy International,
1(4), 250-260. Touch communicates warmth, caring, and support, and is an essential
part of the enjoyment we gain from our social interactions with close others (Field
et al., 1997; Kelter, 2009).Field, T., Lasko, D., Mundy, P., Henteleff, T., Kabat, S.,
Talpins, S., & Dowling, M. (1997). Brief report: Autistic children’s attentiveness and
responsivity improve after touch therapy. Journal of Autism and Developmental
Disorders, 27(3), 333-338; Keltner, D. (2009). Born to be good: The science of a meaningful
life. New York, NY: Norton.

The skin, the largest organ in the body, is the sensory organ for touch. The skin
contains a variety of nerve endings, combinations of which respond to particular
types of pressures and temperatures. When you touch different parts of the body,
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48. The ability to sense the
position and movement of our
body parts.

49. A set of liquid-filled areas in
the inner ear that monitors the
head’s position and movement,
maintaing the body’s balance.

you will find that some areas are more ticklish, whereas other areas respond more
to pain, cold, or heat.

The thousands of nerve endings in the skin respond to four basic sensations:
Pressure, hot, cold, and pain, but only the sensation of pressure has its own
specialized receptors. Other sensations are created by a combination of the other
four. For instance:

+ The experience of a tickle is caused by the stimulation of neighboring
pressure receptors.

+ The experience of heat is caused by the stimulation of hot and cold
receptors.

+ The experience of itching is caused by repeated stimulation of pain
receptors.

+ The experience of wetness is caused by repeated stimulation of cold
and pressure receptors.

The skin is important not only in providing information about touch and
temperature but also in proprioception**—the ability to sense the position and
movement of our body parts. Proprioception is accomplished by specialized neurons
located in the skin, joints, bones, ears, and tendons, which send messages about the
compression and the contraction of muscles throughout the body. Without this
feedback from our bones and muscles, we would be unable to play sports, walk, or
even stand upright.

The ability to keep track of where the body is moving is also provided by the
vestibular system®, a set of liquid-filled areas in the inner ear that monitors the head’s
position and movement, maintaining the body’s balance. As you can see in Figure 4.33
"The Vestibular System", the vestibular system includes the semicircular canals and
the vestibular sacs. These sacs connect the canals with the cochlea. The semicircular
canals sense the rotational movements of the body and the vestibular sacs sense
linear accelerations. The vestibular system sends signals to the neural structures
that control eye movement and to the muscles that keep the body upright.
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Figure 4.33 The Vestibular System
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The vestibular system includes the semicircular canals (brown) that transduce the rotational movements of the
body and the vestibular sacs (blue) that sense linear accelerations.

Experiencing Pain

We do not enjoy it, but the experience of pain is how the body informs us that we
are in danger. The burn when we touch a hot radiator and the sharp stab when we
step on a nail lead us to change our behavior, preventing further damage to our
bodies. People who cannot experience pain are in serious danger of damage from
wounds that others with pain would quickly notice and attend to.

The gate control theory of pain® proposes that pain is determined by the operation of

two types of nerve fibers in the spinal cord. One set of smaller nerve fibers carries pain

from the body to the brain, whereas a second set of larger fibers is designed to stop

or start (as a gate would) the flow of pain (Melzack & Wall, 1996).Melzack, R., &

Wall, P. (1996). The challenge of pain. London, England: Penguin. It is for this reason
50. A theory of pain proposing that | that massaging an area where you feel pain may help alleviate it—the massage

Egler;;iiiitg?tn\:zr;etig stf)lfnerve activates the large nerve fibers that block the pain signals of the small nerve fibers

fibers in the spinal cord.
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(Wall, 2000).Wall, P. (2000). Pain: The science of suffering. New York, NY: Columbia
University Press.

Experiencing pain is a lot more complicated than simply responding to neural
messages, however. It is also a matter of perception. We feel pain less when we are
busy focusing on a challenging activity (Bantick, Wise, Ploghaus, Clare, Smith, &
Tracey, 2002),Bantick, S. J., Wise, R. G., Ploghaus, A., Clare, S., Smith, S. M., & Tracey,
1. (2002). Imaging how attention modulates pain in humans using functional MRI.
Brain: A Journal of Neurology, 125(2), 310-319. which can help explain why sports
players may feel their injuries only after the game. We also feel less pain when we
are distracted by humor (Zweyer, Velker, & Ruch, 2004).Zweyer, K., Velker, B., &
Ruch, W. (2004). Do cheerfulness, exhilaration, and humor production moderate
pain tolerance? A FACS study. Humor: International Journal of Humor Research, 17(1-2),
85-119. And pain is soothed by the brain’s release of endorphins, natural hormonal
pain killers. The release of endorphins can explain the euphoria experienced in the
running of a marathon (Sternberg, Bailin, Grant, & Gracely, 1998).Sternberg, W. F.,
Bailin, D., Grant, M., & Gracely, R. H. (1998). Competition alters the perception of
noxious stimuli in male and female athletes. Pain, 76(1-2), 231-238.

4.4 Tasting, Smelling, and Touching 201



Chapter 4 Sensing and Perceiving

KEY TAKEAWAYS

« The ability to taste, smell, and touch are important because they help us
avoid harm from environmental toxins.

« The many taste buds on our tongues and inside our mouths allow us to
detect six basic taste sensations: sweet, salty, sour, bitter, piquancy, and
umami.

+ In olfaction, transduction occurs as airborne chemicals that are inhaled
through the nostrils are detected by receptors in the olfactory
membrane. Different chemical molecules fit into different receptor cells,
creating different smells.

+ On average, women have a better sense of smell than men, and the
ability to smell diminishes with age.

« We have a range of different nerve endings embedded in the skin,
combinations of which respond to the four basic sensations of pressure,
hot, cold, and pain. But only the sensation of pressure has its own
specialized receptors.

« Proprioception is our ability to sense the positions and movements of
our body parts. Postural and movement information is detected by
special neurons located in the skin, joints, bones, ears, and tendons,
which pick up messages from the compression and the contraction of
muscles throughout the body.

« The vestibular system, composed of structures in the inner ear,
monitors the head’s position and movement, maintaining the body’s
balance.

« Gate control theory explains how large and small neurons work together
to transmit and regulate the flow of pain to the brain.

EXERCISES AND CRITICAL THINKING

1. Think of the foods that you like to eat the most. Which of the six taste
sensations do these foods have, and why do you think that you like these
particular flavors?

2. Why do you think that women might have a better developed sense of
smell than do men?

3. Why is experiencing pain a benefit for human beings?
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4.5 Accuracy and Inaccuracy in Perception

51. The working together of
different senses to create
experience.

LEARNING OBJECTIVES

1. Describe how sensation and perception work together through sensory
interaction, selective attention, sensory adaptation, and perceptual
constancy.

2. Give examples of how our expectations may influence our perception,
resulting in illusions and potentially inaccurate judgments.

The eyes, ears, nose, tongue, and skin sense the world around us, and in some cases
perform preliminary information processing on the incoming data. But by and
large, we do not experience sensation—we experience the outcome of
perception—the total package that the brain puts together from the pieces it
receives through our senses and that the brain creates for us to experience. When
we look out the window at a view of the countryside, or when we look at the face of
a good friend, we don’t just see a jumble of colors and shapes—we see, instead, an
image of a countryside or an image of a friend (Goodale & Milner, 2006).Goodale, M.,
& Milner, D. (2006). One brain—Two visual systems. Psychologist, 19(11), 660-663.

How the Perceptual System Interprets the Environment

This meaning-making involves the automatic operation of a variety of essential
perceptual processes. One of these is sensory interaction® —the working together of
different senses to create experience. Sensory interaction is involved when taste, smell,
and texture combine to create the flavor we experience in food. It is also involved
when we enjoy a movie because of the way the images and the music work together.

Although you might think that we understand speech only through our sense of
hearing, it turns out that the visual aspect of speech is also important. One example
of sensory interaction is shown in the McGurk effect—an error in perception that
occurs when we misperceive sounds because the audio and visual parts of the
speech are mismatched. You can witness the effect yourself by viewing Note 4.69
"Video Clip: The McGurk Effect".

Video Clip: The McGurk Effect

(click to see video)
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52. The ability to focus on some
sensory inputs while tuning
out others.

The McGurk effect is an error in sound perception that occurs when there is a mismatch between the senses
of hearing and seeing. You can experience it here.

Other examples of sensory interaction include the experience of nausea that can
occur when the sensory information being received from the eyes and the body
does not match information from the vestibular system (Flanagan, May, & Dobie,
2004)Flanagan, M. B., May, J. G., & Dobie, T. G. (2004). The role of vection, eye
movements, and postural instability in the etiology of motion sickness. Journal of
Vestibular Research: Equilibrium and Orientation, 14(4), 335-346. and synesthesia—an
experience in which one sensation (e.g., hearing a sound) creates experiences in
another (e.g., vision). Most people do not experience synesthesia, but those who do
link their perceptions in unusual ways, for instance, by experiencing color when
they taste a particular food or by hearing sounds when they see certain objects
(Ramachandran, Hubbard, Robertson, & Sagiv, 2005).Ramachandran, V. S., Hubbard,
E. M., Robertson, L. C., & Sagiv, N. (2005). The emergence of the human mind: Some
clues from synesthesia. In Synesthesia: Perspectives From Cognitive Neuroscience (pp.
147-190). New York, NY: Oxford University Press.

Another important perceptual process is selective attention’’—the ability to focus on
some sensory inputs while tuning out others. View Note 4.71 "Video Clip: Selective
Attention" and count the number of times the people playing with the ball pass it to
each other. You may find that, like many other people who view it for the first time,
you miss something important because you selectively attend to only one aspect of
the video (Simons & Chabris, 1999).Simons, D. J., & Chabris, C. F. (1999). Gorillas in
our midst: Sustained inattentional blindness for dynamic events. Perception, 28(9),
1059-1074. Perhaps the process of selective attention can help you see why the
security guards completely missed the fact that the Chaser group’s motorcade was a
fake—they focused on some aspects of the situation, such as the color of the cars
and the fact that they were there at all, and completely ignored others (the details
of the security information).

Video Clip: Selective Attention

(click to see video)

Watch this video and carefully count how many times the people pass the ball to each other.

Selective attention also allows us to focus on a single talker at a party while
ignoring other conversations that are occurring around us (Broadbent, 1958;
Cherry, 1953).Broadbent, D. E. (1958). Perception and communication. New York, NY:
Pergamon; Cherry, E. C. (1953). Some experiments on the recognition of speech,
with one and with two ears. Journal of the Acoustical Society of America, 25, 975-979.
Without this automatic selective attention, we’d be unable to focus on the single
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53. A decreased sensitivity to a
stimulus after prolonged and
constant exposure.

54. The ability to perceive a
stimulus as constant despite
changes in sensation.

conversation we want to hear. But selective attention is not complete; we also at the
same time monitor what’s happening in the channels we are not focusing on.
Perhaps you have had the experience of being at a party and talking to someone in
one part of the room, when suddenly you hear your name being mentioned by
someone in another part of the room. This cocktail party phenomenon shows us that
although selective attention is limiting what we processes, we are nevertheless at
the same time doing a lot of unconscious monitoring of the world around us—you
didn’t know you were attending to the background sounds of the party, but
evidently you were.

A second fundamental process of perception is sensory adaptation®>—a decreased
sensitivity to a stimulus after prolonged and constant exposure. When you step into a
swimming pool, the water initially feels cold, but after a while you stop noticing it.
After prolonged exposure to the same stimulus, our sensitivity toward it diminishes
and we no longer perceive it. The ability to adapt to the things that don’t change
around us is essential to our survival, as it leaves our sensory receptors free to
detect the important and informative changes in our environment and to respond
accordingly. We ignore the sounds that our car makes every day, which leaves us
free to pay attention to the sounds that are different from normal, and thus likely
to need our attention. Our sensory receptors are alert to novelty and are fatigued
after constant exposure to the same stimulus.

If sensory adaptation occurs with all senses, why doesn’t an image fade away after
we stare at it for a period of time? The answer is that, although we are not aware of
it, our eyes are constantly flitting from one angle to the next, making thousands of
tiny movements (called saccades) every minute. This constant eye movement
guarantees that the image we are viewing always falls on fresh receptor cells. What
would happen if we could stop the movement of our eyes? Psychologists have
devised a way of testing the sensory adaptation of the eye by attaching an
instrument that ensures a constant image is maintained on the eye’s inner surface.
Participants are fitted with a contact lens that has miniature slide projector
attached to it. Because the projector follows the exact movements of the eye, the
same image is always projected, stimulating the same spot, on the retina. Within a
few seconds, interesting things begin to happen. The image will begin to vanish,
then reappear, only to disappear again, either in pieces or as a whole. Even the eye
experiences sensory adaptation (Yarbus, 1967).Yarbus, A. L. (1967). Eye movements
and vision. New York, NY: Plenum Press.

One of the major problems in perception is to ensure that we always perceive the
same object in the same way, despite the fact that the sensations that it creates on
our receptors changes dramatically. The ability to perceive a stimulus as constant
despite changes in sensation is known as perceptual constancy’*. Consider our image
of a door as it swings. When it is closed, we see it as rectangular, but when it is
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55. When the perceptual processes
that normally help us correctly
perceive the world around us
are fooled by a particular
situation so that we see
something that does not exist
or that is incorrect.

open, we see only its edge and it appears as a line. But we never perceive the door
as changing shape as it swings—perceptual mechanisms take care of the problem
for us by allowing us to see a constant shape.

The visual system also corrects for color constancy. Imagine that you are wearing
blue jeans and a bright white t-shirt. When you are outdoors, both colors will be at
their brightest, but you will still perceive the white t-shirt as bright and the blue
jeans as darker. When you go indoors, the light shining on the clothes will be
significantly dimmer, but you will still perceive the t-shirt as bright. This is because
we put colors in context and see that, compared to its surroundings, the white t-
shirt reflects the most light (McCann, 1992).McCann, J. J. (1992). Rules for color
constancy. Ophthalmic and Physiologic Optics, 12(2), 175-177. In the same way, a green
leaf on a cloudy day may reflect the same wavelength of light as a brown tree
branch does on a sunny day. Nevertheless, we still perceive the leaf as green and
the branch as brown.

Ilusions

Although our perception is very accurate, it is not perfect. Illusions®® occur when the
perceptual processes that normally help us correctly perceive the world around us are fooled
by a particular situation so that we see something that does not exist or that is incorrect.
Figure 4.34 "Optical Illusions as a Result of Brightness Constancy (Left) and Color
Constancy (Right)" presents two situations in which our normally accurate
perceptions of visual constancy have been fooled.

Figure 4.34 Optical Illusions as a Result of Brightness Constancy (Left) and Color Constancy (Right)

Look carefully at the snakelike pattern on the left. Are the green strips really brighter than the background? Cover
the white curves and you'll see they are not. Square A in the right-hand image looks very different from square B,
even though they are exactly the same.
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Source: Right image courtesy of Edward H. Adelson, http://commons.wikimedia.org/wiki
File:Grey_square_optical_illusion.PNG.

Another well-known illusion is the Mueller-Lyer illusion (see Figure 4.35 "The
Mueller-Lyre Illusion"). The line segment in the bottom arrow looks longer to us
than the one on the top, even though they are both actually the same length. It is
likely that the illusion is, in part, the result of the failure of monocular depth
cues—the bottom line looks like an edge that is normally farther away from us,
whereas the top one looks like an edge that is normally closer.

Figure 4.35 The Mueller-Lyre Illusion
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The Mueller-Lyre illusion makes the line segment at the top of the left picture appear shorter than the one at the
bottom. The illusion is caused, in part, by the monocular distance cue of depth—the bottom line looks like an edge
that is normally farther away from us, whereas the top one looks like an edge that is normally closer.

The moon illusion refers to the fact that the moon is perceived to be about 50% larger
when it is near the horizon than when it is seen overhead, despite the fact that both
moons are the same size and cast the same size retinal image. The monocular depth
cues of position and aerial perspective (see Figure 4.36 "The Moon Illusion") create
the illusion that things that are lower and more hazy are farther away. The skyline
of the horizon (trees, clouds, outlines of buildings) also gives a cue that the moon is
far away, compared to a moon at its zenith. If we look at a horizon moon through a
tube of rolled up paper, taking away the surrounding horizon cues, the moon will
immediately appear smaller.
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Figure 4.36

The moon always looks larger on the horizon than when it is high above. But if we take away the surrounding
distance cues of the horizon, the illusion disappears.

© Thinkstock

The Ponzo illusion operates on the same principle. As you can see in Figure 4.37 "The
Ponzo Illusion", the top yellow bar seems longer than the bottom one, but if you
measure them you’ll see that they are exactly the same length. The monocular
depth cue of linear perspective leads us to believe that, given two similar objects,
the distant one can only cast the same size retinal image as the closer object if it is
larger. The topmost bar therefore appears longer.
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Figure 4.37 The Ponzo Illusion

The Ponzo illusion is caused by a failure of the monocular depth cue of linear perspective: Both bars are the same
size even though the top one looks larger.

Ilusions demonstrate that our perception of the world around us may be influenced
by our prior knowledge. But the fact that some illusions exist in some cases does not
mean that the perceptual system is generally inaccurate—in fact, humans normally
become so closely in touch with their environment that that the physical body and
the particular environment that we sense and perceive becomes embodied—that is,
built into and linked with—our cognition, such that the worlds around us become
part of our brain (Calvo & Gamila, 2008).Calvo, P., & Gomila, T. (Eds.). (2008).
Handbook of cognitive science: An embodied approach. San Diego, CA: Elsevier. The close
relationship between people and their environments means that, although illusions
can be created in the lab and under some unique situations, they may be less
common with active observers in the real world (Runeson, 1988).Runeson, S. (1988).
The distorted room illusion, equivalent configurations, and the specificity of static
optic arrays. Journal of Experimental Psychology: Human Perception and Performance,
14(2), 295-304.
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The Important Role of Expectations in Perception

Our emotions, mind-set, expectations, and the contexts in which our sensations
occur all have a profound influence on perception. People who are warned that they
are about to taste something bad rate what they do taste more negatively than
people who are told that the taste won’t be so bad (Nitschke et al., 2006),Nitschke, J.
B., Dixon, G. E., Sarinopoulos, L., Short, S. J., Cohen, J. D., Smith, E. E.,...Davidson, R. J.
(2006). Altering expectancy dampens neural response to aversive taste in primary
taste cortex. Nature Neuroscience 9, 435-442. and people perceive a child and adult
pair as looking more alike when they are told that they are parent and child
(Bressan & Dal Martello, 2002).Bressan, P., & Dal Martello, M. F. (2002). Talis pater,
talis filius: Perceived resemblance and the belief in genetic relatedness. Psychological
Science, 13, 213-218. Similarly, participants who see images of the same baby rate it
as stronger and bigger when they are told it is a boy as opposed to when they are
told it is a girl (Stern & Karraker, 1989),Stern, M., & Karraker, K. H. (1989). Sex
stereotyping of infants: A review of gender labeling studies. Sex Roles, 20(9-10),
501-522. and research participants who learn that a child is from a lower-class
background perceive the child’s scores on an intelligence test as lower than people
who see the same test taken by a child they are told is from an upper-class
background (Darley & Gross, 1983).Darley, J. M., & Gross, P. H. (1983). A hypothesis-
confirming bias in labeling effects. Journal of Personality and Social Psychology, 44,
20-33. Plassmann, O’Doherty, Shiv, and Rangel (2008)Plassmann, H., O’Doherty, J.,
Shiv, B., & Rangel, A. (2008). Marketing actions can moderate neural
representations of experienced pleasantness. Proceedings of the National Academy of
Sciences, 105(3), 1050-1054. found that wines were rated more positively and caused
greater brain activity in brain areas associated with pleasure when they were said
to cost more than when they were said to cost less. And even experts can be fooled:
Professional referees tended to assign more penalty cards to soccer teams for
videotaped fouls when they were told that the team had a history of aggressive
behavior than when they had no such expectation (Jones, Paull, & Erskine,
2002).Jones, M. V., Paull, G. C., & Erskine, J. (2002). The impact of a team’s aggressive
reputation on the decisions of association football referees. Journal of Sports Sciences,
20, 991-1000.

Our perceptions are also influenced by our desires and motivations. When we are
hungry, food-related words tend to grab our attention more than non-food-related
words (Mogg, Bradley, Hyare, & Lee, 1998),Mogg, K., Bradley, B. P., Hyare, H., & Lee,
S. (1998). Selective attention to food related stimuli in hunger. Behavior Research &
Therapy, 36(2), 227-237. we perceive objects that we can reach as bigger than those
that we cannot reach (Witt & Proffitt, 2005),Witt, J. K., & Proffitt, D. R. (2005). See
the ball, hit the ball: Apparent ball size is correlated with batting average.
Psychological Science, 16(12), 937-938. and people who favor a political candidate’s
policies view the candidate’s skin color more positively than do those who oppose
the candidate’s policies (Caruso, Mead, & Balcetis, 2009).Caruso, E. M., Mead, N. L., &
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Balcetis, E. (2009). Political partisanship influences perception of biracial
candidates’ skin tone. PNAS Proceedings of the National Academy of Sciences of the United
States of America, 106(48), 20168-20173. Even our culture influences perception.
Chua, Boland, and Nisbett (2005)Chua, H. F., Boland, J. E., & Nisbett, R. E. (2005).
Cultural variation in eye movements during scene perception. Proceedings of the
National Academy of Sciences, 102, 12629-12633. showed American and Asian graduate
students different images, such as an airplane, an animal, or a train, against
complex backgrounds. They found that (consistent with their overall individualistic
orientation) the American students tended to focus more on the foreground image,
while Asian students (consistent with their interdependent orientation) paid more
attention to the image’s context. Furthermore, Asian-American students focused
more or less on the context depending on whether their Asian or their American
identity had been activated.
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Psychology in Everyday Life: How Understanding
Sensation and Perception Can Save Lives

Human factors is the field of psychology that uses psychological knowledge,
including the principles of sensation and perception, to improve the
development of technology. Human factors has worked on a variety of projects,
ranging from nuclear reactor control centers and airplane cockpits to cell
phones and websites (Proctor & Van Zandt, 2008).Proctor, R. W., & Van Zandt,
T. (2008). Human factors in simple and complex systems (2nd ed.). Boca Raton,
FL: CRC Press. For instance, modern televisions and computer monitors were
developed on the basis of the trichromatic color theory, using three color
elements placed close enough together so that the colors are blended by the
eye. Knowledge of the visual system also helped engineers create new kinds of
displays, such as those used on notebook computers and music players, and
better understand how using cell phones while driving may contribute to
automobile accidents (Lee & Strayer, 2004).Lee, J., & Strayer, D. (2004). Preface
to the special section on driver distraction. Human Factors, 46(4), 583.

Human factors also has made substantial contributions to airline safety. About
two thirds of accidents on commercial airplane flights are caused by human
error (Nickerson, 1998).Nickerson, R. S. (1998). Applied experimental
psychology. Applied Psychology: An International Review, 47, 155-173. During
takeoff, travel, and landing, the pilot simultaneously communicates with
ground control, maneuvers the plane, scans the horizon for other aircraft, and
operates controls. The need for a useable interface that works easily and
naturally with the pilot’s visual perception is essential.

Psychologist Conrad Kraft (1978)Kraft, C. (1978). A psychophysical approach to
air safety: Simulator studies of visual illusions in night approaches. In H. L. Pick,
H. W. Leibowitz, J. E. Singer, A. Steinschneider, & H. W. Steenson (Eds.),
Psychology: From research to practice. New York, NY: Plenum Press. hypothesized
that as planes land, with no other distance cues visible, pilots may be subjected
to a type of moon illusion, in which the city lights beyond the runway appear
much larger on the retina than they really are, deceiving the pilot into landing
too early. Kraft’s findings caused airlines to institute new flight safety
measures, where copilots must call out the altitude progressively during the
descent, which has probably decreased the number of landing accidents.
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Figure 4.38 presents the design of an airplane instrument panel before and
after it was redesigned by human factors psychologists. On the left is the initial
design in which the controls were crowded and cluttered, in no logical
sequence, each control performing one task. The controls were more or less the
same in color, and the gauges were not easy to read. The redesigned digital
cockpit (right on Figure 4.38) shows a marked improvement in usability. More
of the controls are color-coded and multifunctional so that there is less clutter
on the dashboard. Screens make use of LCD and 3-D graphics. Text sizes are
changeable—increasing readability—and many of the functions have become
automated, freeing up the pilots concentration for more important activities.

Figure 4.38

Initial design of the airplane cockpit (left); the digital design of the airplane cockpit (right), which has taken
human factors into account.

Source: TBD.

One important aspect of the redesign was based on the principles of sensory
adaptation. Displays that are easy to see in darker conditions quickly become
unreadable when the sun shines directly on them. It takes the pilot a relatively
long time to adapt to the suddenly much brighter display. Furthermore,
perceptual contrast is important. The display cannot be so bright at night that
the pilot is unable to see targets in the sky or on the land. Human factors
psychologists used these principles to determine the appropriate stimulus
intensity needed on these displays so that pilots would be able to read them
accurately and quickly under a wide range of conditions. The psychologists
accomplished this by developing an automatic control mechanism that senses
the ambient light visible through the front cockpit windows and that detects
the light falling on the display surface, and then automatically adjusts the
intensity of the display for the pilot (Silverstein, Krantz, Gomer, Yeh, & Monty,
1990; Silverstein & Merrifield, 1985).Silverstein, L. D., Krantz, J. H., Gomer, F. E.,
Yeh, Y., & Monty, R. W. (1990). The effects of spatial sampling and luminance
quantization on the image quality of color matrix displays. Journal of the Optical

4.5 Accuracy and Inaccuracy in Perception 213



Chapter 4 Sensing and Perceiving

Society of America, Part A, 7, 1955-1968; Silverstein, L. D., & Merrifield, R. M.
(1985). The development and evaluation of color systems for airborne applications:
Phase I Fundamental visual, perceptual, and display systems considerations (Tech.
Report DOT/FAA/PM085019). Washington, DC: Federal Aviation Administration.

KEY TAKEAWAYS

Sensory interaction occurs when different senses work together, for
instance, when taste, smell, and touch together produce the flavor of
food.

Selective attention allows us to focus on some sensory experiences while
tuning out others.

Sensory adaptation occurs when we become less sensitive to some
aspects of our environment, freeing us to focus on more important
changes.

Perceptual constancy allows us to perceive an object as the same,
despite changes in sensation.

Cognitive illusions are examples of how our expectations can influence
our perceptions.

Our emotions, motivations, desires, and even our culture can influence
our perceptions.

EXERCISES AND CRITICAL THINKING

1. Consider the role of the security personnel at the APEC meeting who let

the Chaser group’s car enter the security area. List some perceptual
processes that might have been at play.

. Consider some cases where your expectations about what you think you

might be going to experience have influenced your perceptions of what
you actually experienced.
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4.6 Chapter Summary

Sensation and perception work seamlessly together to allow us to detect both the
presence of, and changes in, the stimuli around us.

The study of sensation and perception is exceedingly important for our everyday
lives because the knowledge generated by psychologists is used in so many ways to
help so many people.

Each sense accomplishes the basic process of transduction—the conversion of
stimuli detected by receptor cells into electrical impulses that are then transported
to the brain—in different, but related, ways.

Psychophysics is the branch of psychology that studies the effects of physical
stimuli on sensory perceptions. Psychophysicists study the absolute threshold of
sensation as well as the difference threshold, or just noticeable difference (JND).
Weber’s law maintains that the JND of a stimulus is a constant proportion of the
original intensity of the stimulus.

Most of our cerebral cortex is devoted to seeing, and we have substantial visual
skills. The eye is a specialized system that includes the cornea, pupil, iris, lens, and
retina. Neurons, including rods and cones, react to light landing on the retina and
send it to the visual cortex via the optic nerve.

Images are perceived, in part, through the action of feature detector neurons.

The shade of a color, known as hue, is conveyed by the wavelength of the light that
enters the eye. The Young-Helmholtz trichromatic color theory and the opponent-
process color theory are theories of how the brain perceives color.

Depth is perceived using both binocular and monocular depth cues. Monocular
depth cues are based on gestalt principles. The beta effect and the phi phenomenon
are important in detecting mo